Using Excel for Statistical Analysis

You don’t have to have a fancy pants statistics package to do many statistical functions. Excel can perform

several statistical tests and analyses.

First, make sure you have your Data Analysis Tool

pack installed.

You should see Data Analysis on the far right of your

tool bar.
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One nice thing about the Data Analysis tool is that it can do several things at once. If you want a quick

overview of your data, it will give you a list of descriptives

that explain your data. That information can be helpful for

other types of analyses.

Let’s use the COMMO7.xIs file (test scores for communication

in 7" grade in Missouri Schools)

If we wanted to get a quick overview of the SCORE variable,

we can use the DESCRIPTIVE STATISTICS tool.
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Go to the DATA table and click on the DATA ANALYSIS tool.

From the list of tools, choose DESCRIPTIVE STATISTICS:

-
Descriptive Statistics

Input
Input Range:
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[7] Labels in first row

Output options

() Qutput Range:

@ New Worksheet Ply:
() New Workbook

Summary statistics
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@ Columns
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Highlight the column containing the SCORE data (but not the
header). Check SUMMARY STATISTICS:



This looks like a lot. But some of these variables can

For example, when you do a regression, you want the Mean

(average) and Median (middle value) to be fairly clo

You want your Standard Deviation to be less than the Mean. So in
the above table, our Mean and Median are close together. The
standard deviation is about 29 — which means that about 70
percent of the schools scored between 155 and 213.

Correlation

Another good overview of your data is a correlation
Matrix, which gives you an overview of what
variables tend to go up and down together and in
what direction. It’s a good first past at relationships
in your data before delving into regression. The
correlation is measured by a variable called
Pearson’s R, which ranges between -1 (indirect
relationship) and 1 (perfect relationship).

Go to the DATA table and the DATA ANALYSIS tool
and choose CORRELATIONS. Choose the range of al

be helpful. A B C
1 Column1
2

t th 3 |Mean 184 4053571

s€ together. 4 |Standard Error 2728927936
5 |Median 191.95
6 |Mode 197.1
7 |Standard Deviation 28.88025866
8 |Sample Variance 834.0693404
9 |Kurtosis 0.177551041
10 |Skewness -0.903088132
11 |Range 129.6
12 [Minimum 100
13 [Maximum 2296
14 |Sum 20653 .4
15 [Count 112
16 |Confidence Level(95.0%) 5.407552881
17
19
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Input
Input Range: SCS2:5FS113
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[] Labels in First Row
Output options
Output Range: R
@ New Worksheet Ply:
~) New Workbook

the columns (less headers) that you want to compare:
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A B C D E F
Column 1 Column 2 Column 3 Column 4
Column 1 1

Column 2 0.096383 1
Column3 -0.43348 -0.37445 1
Column4 0420822 041519 -0.89601 1

This shows me that the variables with the strongest
(SCORE).

You get a table that matches each variable to all other
variables. Because the relationship between two columns
is the same, no matter which direction you compare, Excel
gives you the value just once. Below you see that the
correlation between Column 3 and Column 1 is -.43348. It
would be the same between Column 1 and Column 3.

relationship are Column 3 (PCT_POOR) and Column 4

Correlation provides a general indicator of the linear relationship between two variables, but it doesn’t allow
you to let you predict one variable based on another. To do that, you need linear regression, also known as

ordinary least squares regression.



Some characteristics help predict others. For example, people
growing up in a lower-income family are more likely to score lower
on standardized tests than those from higher-income families.
Regression helps us see that connection and even say about how
much characteristics affect another.

To start, you need to determine which characteristics are what we

A note about Excel: It is picky

1. Your data should be numeric.
2. You should not have any
empty cells.

call independent variables. These are the predictors. Next, the characteristics they help predict are the

dependent variables.

When you run a regression, you get a result called an R-square. That will help you see how much the
independent variable predicts the dependent variable.

Let’s Regress

Go to the DATA tab and click on the DATA ANALYSIS tool: ("Data Analysis
Choose Regression from the list of statistics.

Next, Excel will ask you to highlight the range of cells for the XandY Histogram
ranges. The Y is your DEPENDENT variable and X is your Rank and Percentie
INDEPENDENT variable. Check Confidence Level and leave at 95
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percent — the

common level used for social science research. Check
New Worksheet Ply so the output goes into a new
worksheet. Leave everything else blank for now.



There’s a lot in the output. But for now, let’s pay attention to a couple of variables: Adjusted R Square and
Significance:

—— —

A B c D E F G H J

SUMMARY OUTPUT

Regression Statistics

N

Multiple R

Adjusted R Square
Standard Error

10 ANOVA

11 df SS MS ~ F SignificanceK

12 Regression 1 15959.47 1595947 22.91164 0.000
13 Residual 110 76622.23 696.565

14 Total 111 92581.7

16 Coefficientstandard Err t Stat P-value Lower 95% Upper 95% ower 95.0%/pper 95.0%
17 Intercept -60.5603  51.238 -1.18194 0.239778 -162.1020131 40.98136 -162.102 40.98136
18 X Variable 1 2526814 0.527892 4.786611 5.32E-06 1.480655919 3.572972 1.480656 3.572972

R Square tells you how much of the change in your DEPENDENT variable can be explained by your
INDEPENDENT variable. In this case, only about 16 percent of the change in SCORE can be explained by PCT
TESTED. An R Square is between 0 and 1 —the closer to 1, the stronger the relationship.

The SIGNIFICANCE variable is 0.000 --- if this is less than .05 it means your results are significant — or that they
didn’t just occur by chance.

Let’s check another variable. Run a regression with PCTPOOR as you INDEPENDENT variable and SCORE as
your DEPENDENT variable.

A B C D E | F [ G H I J
1 |SUMMARY OUTPUT
2
3 Regression Statistics
4 |Multiple 0.896007
quare 0.
6 |Adjusted R Square 0.801036

7 |Standard Error 12.88216

9

10 ANOVA J—

11 df SS M~  F Significance F

12 [Regression 1 7432719 74W9I 0.0001
13 Residual 110 1825451 165.9

14 Total 111 92581.7

15 S —

Coefficientstandard P, t Stat P-value Lower 95% Upper 95% ower 95.0%  Upper 95.0%
2231391 2.198048 1p1.5169 1.5E-110 218.7830634 227.4951 218.7831 227.4950929
-21.1634 1.39E-40 -0.92183729 -0.76398 -0.92184 -0.763975706




So there is a much stronger relationship with PCTPOOR. It explains 80 percent of the variation. The R Square
doesn’t tell you everything. Another important variable is what is labeled above as X VARIABLE 1, which is
-0.84291 This is the SLOPE of the line. What this tells you is that for every 10 point increase in PCTPOOR,
SCORE goes down about 8 points.
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Using this information, Excel can tell us whether a school is pegresol 8-
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doing better or worse than it should given the percent of Input Y Range: enereins
poor students. Input X Range: sEs2:5Ek113
[ Labels [7] Constant is Zero
Under RESIDUALS, check RESIDUALS, STANDARDIZED [ Confidence Level: |95 |%
RESIDUALS AND LINE FIT PLOTS Output options
() Qutput Range: .5
The residuals tell you how well a school did: © New Worksheet Ply:
() New Workbook
Residuals
Residuals [ Residual Plots
Standardized Residuals Line Fit Plots
RESIDUAL OUTPUT
Normal Probability
Observation Predicted Y  Residuals Standard Residuals B o P R
1 203726942 6773058457 0.528154846]
2 188.095241 -14.79524054 -1.153714831
3 200978223 -5.778223454 -0.450578825
4 208703462 1979653849 1.643709952
5 196648213 -6.948212776 -0.541813167
6 187.661144 -6.261143698 -0.488236357
7| 194.181868| 2.918131636 0.22755235 The first school had a score of 210.5, which is 6.77
8 182056658 3.143341605 0.245113949
9 156.306708  0.093292203 0.007274812 points better than it should given it’s poverty level. The
10 191.831845 -3.631845048 -0.283206852
11 170128689 9271311454 0.722965571 STANDARDIZED RESIDUAL tells you the same
12 199.056397  9.84360336 0.767592197 inf tionin t f standard deviati
13 202.658979 -1.458979011 -0.113769406 Information In térms ot standard deviation.
14 195 835651 -2 235650912 -0 174333334
The plot gives you a graphic image of your model:
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A note of caution: This class is a quick overview of some statistics that can be tricky sometimes. Be sure to
invoke expert opinions before running with the results of a regression.



