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Abstract—In Information Retrieval and Natural Language 

Processing applications, stemming is a common pre-

processing tool. It improves the performance of the system by 

reducing the morphological variants of the word to the stem. 

The unsupervised corpus-based methods are preferred 

nowadays over linguistic stemmers due to the feature of the 

language independence. In this article, we analysed the effect 

of different strong corpus-based stemmers in the pre-

processing phase of sentiment analysis task using two standard 

datasets related to movies review and product reviews. The 

results shows that corpus-based stemming is quite promising 

and resulted in large improvements in the classification 

accuracies as compared to no stemming baseline. 
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I.  INTRODUCTION 

Stemming is the linguistic process of grouping the similar 
words together. Usually, the morphologically related words are 
conflated together under the presumption that the 
morphologically related words are also semantically related to 
each other. Stemming is frequently employed in Natural 
Language Processing (NLP) and Information Retrieval (IR) 
tasks. In IR tasks, stemming increases both precision and recall 
as it helps in retrieving the documents at higher ranks that do 
not exactly match the terms of the query (Salton 1991, Kraaij 
and Pohlman 1996). Generally, all the documents which 
contain the words with same stem as the terms of the query are 
retrieved as relevant documents. In NLP applications, 
stemming decrease the size of feature set or index size and 
hence also reduces the complexity of the statistical models. 

Sentiment analysis is an NLP application, which finds the 
perspective of the user from the given piece of text regarding a 
particular topic. Sentiment analysis is a classification task in 
which the text are classified to a particular pre-defined category 
(say positive or negative) according to the orientation of the 
opinion in the text. In classification task, stemming helps to 
reduce the complexity of the involved models. The statistical 
models are far less complex than what would have been if the 
original set of words were used. It also helps in better 
generalization as a small training error would result in a small 
test error (Bhamidipati and Pal 2007). Stemming in text mining 
can be considered as a feature selection or reduction 
mechanism where the major challenge is to choose the most 

appropriate dimension or features or concepts based on some 
grouping. 

A number of stemming techniques have been proposed in 
the literature. The performance of the stemmers is the amount 
of reduction in the vocabulary size of the corpus. Aggressive 
stemmers reduce the vocabulary size for a given corpus 
drastically. The current stemming algorithms can be developed 
using language based stemming rules or using statistical or 
probabilistic methods. The language specific methods require 
prior knowledge about the morphology of the language as it 
makes use of stemming rules developed manually by the 
linguists or native speakers of the language. For highly 
agglutinative and morphologically complex languages, 
formation of these stemming rules is time consuming and  quite 
tedious. The statistical methods of stemming, on the other 
hand, discovers morphologically related words from the corpus 
of language without any linguistic knowledge. Due to the 
nature of language independence, the statistical or corpus-
based methods are now preferred choice of stemming. 

The general objective of designing stemmers is to ensure 
improvement in retrieval performance, classification accuracy 
or performance of other NLP applications by handling the issue 
of vocabulary mismatch or complexity of statistical models. In 
this article, we present a comparative analysis of effect of 
different corpus-based stemmers on classification accuracies of 
sentiment or opinion mining datasets.   

The rest of the article is organized as follows. In section 2, 
various corpus based stemmers described in the literature have 
been described. Section 3 describes the experiment setup and 
results of use of different corpus-based stemmers in 
classification of texts related to sentiments or opinion related 
documents. In Section 4, the analyses of results have been 
presented. Section 5 concludes this article. 

II. CORPUS-BASED STEMMERS 

A wide range of corpus-based methods has been proposed 
in the literature, These methods discover groups of 
morphologically related words from the corpus using 
unsupervised or semi-supervised techniques of learning. The 
first category of methods find the stem of each input word on 
the basis of the substring frequency. The first stemmer in this 
category has been described in Hafer and Weiss (1974). The 
proposed stemmer is based on the presumption that at the 
optimal break point of the stem  and the ending, there is sharp 
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increase in the frequency of letter successor varieties. A 
variation of this technique has also been described in Stein and 
Pothast (2007). The concept of substring frequency is 
combined with Minimum Description Length principle to 
develop a corpus-based morphological analyser. Creutz and 
Lagus (2007) also employed MDL principle to develop a 
statistical model called Morfessor. Melucci et al. (2003) and 
Bacchin et al.(2005) also used frequency of substrings to create 
probabilistic models of stemmer generation. 

The second category of corpus-based stemming techniques 
remove suffixes from the input word on the basis of the 
suffixes learnt from corpus using frequency based techniques. 
Oard (2001) developed suffix stripping method that removes 
suffixes up to length four characters. Paik and Parui (2011) 
also developed a similar stemmer that uses potential suffix 
knowledge along with common prefix information. Paik et al. 
(2011a) used graph-based clustering technique to group words 
on the basis of suffix knowledge. 

The third category of corpus-based stemmers group words 
on the basis of string distance or similarity. Majumder et al. 
(2007) developed four similarity measures suitable for 
stemming and used them to group variant word forms. 
Ferna´ndez and Gutie´rrezrnandez (2011) used well-known edit 
distance to group variant words. Recently, Singh and Gupta 
(2017) developed a corpus-based method that conflates 
variants on the basis of Jaro-Winkler metric. Kasthuri et al. 
(2017) used string similarity feature along with dynamic 
programming technique to develop corpus-based stemmer. 
Chauvula and Suleman (2017) used weighted similarity metric 
for the purpose of corpus-based stemming. 

Another category of corpus-based stemmers make use of 
co-occurrence or contextual knowledge to group morphological 
variant words. Xu and Croft (1998) and Paik et al. (2011b) 
developed method that uses co-occurrence strength to group 
variant words. Bhamidipati and Pal (2007) developed method 
that uses advanced form of co-occurrence called distributional 
similarity to group words. Peng et al. (2007) and Paik et al. 
(2013) used contextual knowledge to develop corpus-based 
stemmers suitable for the tasks of web searching or 
Information Retrieval. Brychcin and Konopik (2015) used 
semantic and lexical information for the purpose of stemming 
in various IR and NLP tasks. 

III. CORPUS-BASED STEMMERS AND SENTIMENT 

ANALYSIS 

Sentiment analysis is the process of automatically or 
computationally classifying the opinions, emotions or 
sentiments described in the piece of the text to analyse the 
attitude of the writer’s regarding the product or the topic. There 
are a number of studies on classification where stemming has 
been used. These studies have varied results as some of the 
studies suggest stemming to be less beneficial in classification 
and some report that stemming is highly beneficial as it 
improves classification accuracy and reduce the dimensionality 
of the feature set. The studies by Riloff et al. (1995), Gustad et 
al. (2001), and Cohen et al. (2005) reported that stemming are 
quite advantages for the task of classification. In this section, 
we demonstrate the effect of corpus-based stemmers on the 

task of classification of texts related to sentiments or opinion 
mining. The following sub sections describe the experimental 
systems, evaluation metrics, data sets, baseline stemmers, and 
evaluation results. 

A. Data Sets 

The performance of different corpus-based stemmers for 
the task of sentiment analysis has been evaluated on the 
following data sets: 

(1) Movie Dataset: This dataset contains 25,000 movie 
reviews, the dataset is available in both text and bag of words 
format. The dataset is available at 
http://ai.stanford.edu/~amaas/data/sentiment/. 

(2) Amazon Product Review Dataset: This dataset 
contains reviews regarding different products. It contains data 
regarding product name, review texts, ratings etc. The dataset 
is available at https://www.cs.uic.edu/~liub/FBS/sentiment-
analysis.html. 

B. Experimental System and Evaluation Metrics 

The classification experiments have been performed using the 

RTextTools toolkit provided in the R software. We used three 

different classifiers for the classification of texts namely SVM, 

Naïve Bayesian, and Maximum Entropy. The datasets are pre-

processed using the different baseline corpus-based stemmers 

described in Section 3.3. The training and testing data for each 

dataset has been randomly divided and the same division has 

been used for all the corpus-based stemmers under analysis. In 

all the datasets, 60% data set has been used for training and 

40% has been used for testing. The performance of 

classification is measured in terms of classification accuracy 

i.e. the number of correctly classified documents. Higher is the 

value of this parameter, better is the performance of the 

stemmer.  

C. Baseline Corpus-Based Stemming Stratergies 

In our analysis, we used seven different corpus-based stemmers 

in the experiments. The choice of the stemmers is such that 

they belong to different set of categories. Firstly, we used two 

stemmers namely LINGUISTICA and MORFESSOR which 

stems words on the basis of frequency of substrings and MDL 

principle. Secondly, we used two stemmers namely YASS (Yet 

Another Suffix Stemmer) and LEXSTEM (Lexical Stemmer) 

that uses string similarity metric to group morphologically 

related word forms. Thirdly, we used a stemmer named GRAS 

(GRAph based Stemmer) that groups words on the basis of 

suffix knowledge. Further, we used a co-occurrence based 

stemmer named SNS that makes use of a nearest neighbour 

clustering to group words. Lastly, we used a stemmer named 

HPS (High Precision Stemmer) that uses both lexical and co-

occurrence knowledge between the words. Table I summarizes 

the baseline stemming strategies used in our experiments in 

terms of the abbreviation used, reference, source of code of 

stemmer (if any), and setting of parameters. The stemmers 

whose codes are not available has been implemented 

(reproduced) as per the method proposed by the authors of the 

stemmers.  
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TABLE I.  SUMMARY OF BASELINE STEMMERS USED IN ANALYSIS 

Abbreviation Reference Description Parameter 

LINGUISTICA1 GoldSmith 

(2001) 

MDL and 

substring 
frequency based  

Number of 

Tokens= 
15,000,000 

MORFESSOR2 Creutz and 

Lagus (2002) 

MDL based NIL 

YASS3 Majumder et 
al. (2007) 

String Similarity 
based 

Clustering 
Cutoff = 1.5 

GRAS Paik et al. 

(2011a) 

Suffix 

Knowledge 
based 

Clustering 

Cutoff = 0.8 

SNS Paik et al. 

(2011b) 

Co-occurrence 

Knowledge 

based 

NIL 

HPS4 Brychcin and 

Konopik 

(2015) 

Lexical and 

Semantic 

Knowledge 
Based 

Lexical 

Distance = 0.6 

LEXSTEM Singh and 

Gupta (2017) 

String Distance 

based 

Clustering 

Cutoff = 0.1 

D.  Evaluation Results 

In this subsection, we present the experimental results of 
use of different corpus-based stemmers at the pre-processing 
stage of sentiment analysis. Table II and Table III present the 
effect of all stemmers on performance of SVM, Naïve Bayes 
and Maximum Entropy Classifiers for the movies and amazon 
dataset respectively. It is clear from the tables that all the 
stemmers under analysis improved the classification accuracies 
of all the stemmers against the no stemming baseline. 

TABLE II. CLASSIFICATION ACCURACIES OF CLASSIFIERS WITH    

DIFFERENT STEMMERS FOR MOVIES DATA 
 

METHOD SVM Naïve Bayes Maximum 

Entropy 

NO STEMMING 78.5% 79.5% 78.1% 

LINGUISTICA 79.2% 79.7% 78.5% 

MORFESSOR 81.2% 83.2% 81.2% 

YASS 80.5% 82.8% 82.5% 

GRAS 86.5% 85.4% 84.9% 

SNS 82.1% 81.1% 82.4% 

HPS 85.4% 84.2% 83.7% 

LEXSTEM 87.2% 86.5% 86.0% 
 

TABLE III. CLASSIFICATION ACCURACIES OF CLASSIFIERS WITH 

DIFFERENT STEMMERS FOR AMAZON DATA 
 

METHOD SVM Naïve Bayes Maximum 

Entropy 

NO STEMMING 73.5% 72.7% 73.1% 

LINGUISTICA 74.2% 71.7% 73.5% 

MORFESSOR 79.3% 78.2% 78.2% 

YASS 79.5% 79.8% 78.5% 

GRAS 81.9% 81.4% 81.8% 

SNS 80.1% 79.1% 80.4% 

HPS 80.4% 80.2% 79.7% 

LEXSTEM 82.4% 82.6% 82.1% 

                                                           
1 Available at http://linguistica.uchicago.edu/linguistica.html 
2 Available at http://www.cis.hut.fi/projects/morpho/ 
3 Available at http://www.isical.ac.in/~clia/resources.html 
4 Available at http://liks.fav.zcu.cz/HPS/ 

IV. ANALYSIS OF RESULTS 

In this section, we critically analyse the results presented in 
Section 3.4. It is clear from the results all the corpus based 
stemmers showed improvement in classification accuracies of 
all the classifiers under analysis as compared to no stemming 
baseline (except LINGUISTICA in case of Naïve Bayes 
classifier). It is also depicted in Fig. 1 and Fig. 2.  

 

FIG. 1 COMPARISON OF DIFFERENT STEMMERS ON CLASSIFICATION 

ACCURACY FOR MOVIES DATA 

 

FIG. 2  COMPARISON OF DIFFERENT STEMMERS ON CLASSIFICATION 

ACCURACY FOR AMAZON DATA 

 Among all the corpus-based stemming techniques 
under analysis, LEXSTEM showed maximum improvement in 
classification accuracy among all the stemmers followed by 
GRAS. But GRAS tends to overstem the words. 
LINGUISTICA performed worse among all the stemmers and 
it take long time to develop classes of morphologically related 
words for small or moderate sized text collections also. 
MORFESSOR, YASS, and HPS performed almost equally. 
HPS increase precision at the small expense of recall. YASS 
falters when the suffixes are of long length. 

V. CONCLUSION 

In this article, we compared the performance of seven 
different state-of-the-art corpus based stemming techniques for 
the task of sentiment analysis. Two standard datasets namely 
movie review and Amazon product review has been used in the 
experiments. The result confirms that stemming is quite 
beneficial for the purpose of sentiment analysis. The results 
shows that corpus-based stemming is quite promising and 
resulted in large improvements in the classification accuracies 
as compared to no stemming baseline. 
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