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Abstract: Supervised or Unsupervised machine learning 

procedure classically depends on issues related to the 

construction and volume of data and the behavior of the issue 

at influence. A comprehensive data knowledge platform will 

use both kinds of procedures to build predictive data model 

that help accomplices make decisions across a variety of 

professional trials. Despite the fact a supervised classification 

process studies to assign input labels to descriptions of 

patients and its unsupervised accompaniment will look at 

characteristic resemblances between the patients and separate 

them into clusters accordingly to conveying its own new label 

to each cluster. In a real-world instance to this kind of 

procedure is useful for patient segmentation for the reason that 

it will return clusters based on parameters that a human might 

not think through due to pre-existing biases about the 

demographic. In this paper, unsupervised machine learning 

procedure comprises the K-Means clustering on Covid 

medical application. We demonstrate in what way to 

implement K-means using the MapReduce outline for 

distributed computing the Covid data. In addition, we 

designate MapReduce procedures and K-means in which may 

be effective on large datasets of Covid-19. Finally, implement 

distributed procedures test them on large real-world datasets 

and validation of target cluster experimental result in the 

cluster medical data bang and software reliability test is used. 

 

Keywords: Demographic Profile, K-Means Clustering, 

MapReduce, Unsuperised Machine Learning. 

 

I. INTRODUCTION 

The process of assessing medical application to find out if the 

products of a given development phase satisfy the conditions 

imposed at the beginning of that phase. Certification is the 

consistent practice of verifying documents, design, code, and 

program. It covers all activities related to producing high 

quality of medical application like inspection, design analysis 

and specification analysis. This is a relatively impartial 

process. Verification helps to determine if the software is of 

high quality, but it does not confirm that the system is useful. 

There is verification on whether the system is well engineered 

and faultless. BigData testing is a clear 

as testing of Bigdata medical applications. Big data delivers a 

massive quantity of information to the scientists, health 

workers, epidemiologists and help them to make informed 

decision to fight with the COVID-19 virus. These data can be 

used to track the virus on a global basis continuously and to 

create innovation in the medical field. It can help to forecast 

the impact of COVID-19 in a particular area and the whole 

population. It helps in research and development of new 

treatment procedure. Big data can also provide possible 

sources and opportunities for the people and, thus, help to 

handle the demanding situation. Generally, this technology 

provides data to undertake analysis of the disease 

transmission, movement, and health monitoring and 

prevention system. Big data analytics tools are well suited to 

tracking and justifying the impact of COVID-19 around the 

world. This tool like Hadoop based MapReduce in which is 

one of the core building blocks of processing in framework. 

MapReduce framework in which allows us to perform such 

parallel calculations without worrying about the issues like 

consistency, fault tolerance etc. Therefore, MapReduce gives 

flexibility to write code logic without caring about the design 

issues of the system.  

Make use of the data from various hospitalized patients in the 

researchers identified four biomarkers measured in blood tests 

that were significantly elevated in patients who died versus 

those who recovered, including the C-reactive protein, 

myoglobin, procalcitonin, and cardiac troponin-I. These 

biomarkers can signal complications that are relevant to 

COVID-19, such as acute inflammation, lower respiratory 

tract infection, and poor cardiovascular health. We build a 

model using the biomarkers as well as age and sex, two 

recognized the risk issues. By machine-learning procedures, 

researchers trained the model to determine patterns of 

COVID-19 and forecast its severity. When a patient’s 

biomarkers and risk factors are entered into the model, it 

produces a numerical COVID-19 severity score ranging from 

zero to 100. In addition, using the software reliability model 

refers to the appearance of a random process that defines the 

behavior of software failures from time to time. Software 
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reliability models appear when people are trying to understand 

the features of how and why software fails and trying to 

calculate software credibility. There is no personal model that 

can be used in all situations. No model is complete or even 

representative. Most software models have the following 

components: Assumptions and Factors. A mathematical 

function that has reliability with elements. The mathematical 

function is usually high-order exponential or logarithmic. Two 

types of modeling methods are based on examining and 

collecting failure data and analyzing it with statistical 

inference. 

The respite of this paper is organized as follows: Introduction 

is discussed in Section 1. In section-2, Optimal Points and 

Values on Covid-19 Patient information. Section-3 deals with 

the K-Means Clustering Using Hadoop’s MapReduce. 

Section-4 deals with Cluster Validation for Covid-19. The 

details of proposed work and discussion of various parameters 

in which affect its performance of Unsupervised Cluster 

Machine Learning Using Bayes Law discussed in Section-

5.The Software Reliability Model is estimated on Covid-19 in 

Section-6. Section-7 deals with the future perspective and 

conclusion. 

 
II. K-MEANS CLUSTERING USING HADOOP’S 

MAPREDUCE 

K-Means is a set of rules of the unassuming Unsupervised 

Machine Learning Procedure. Normally, unsupervised 

procedures make inferences from Covid Healthcare dataset 

using only input vectors without referring to known or labeled 

outcomes. Executing the K-Means procedure using java with 

a huge dataset or an Excel (.xls) file is easy. However, when it 

comes to executing the Covid Healthcare Datasets at the level 

of Big Data, then the regular process cannot stay within reach 

to any further extent. That is exactly deal with Big Data 

Hadoop MapReduce Processing.  

 

K- Means the ability to remember that each iteration of the 

process can be divided into two phases, the first of which 

calculates the sets of neighboring points as i and the second of 

which calculates the new paths as centroids of these sets. 

These two steps agree on the map and reduction steps of our 

mapReduce policy. 

The map step works on every point h in the dataset. For a 

given h, we calculate the shape distance between h and each 

mean and find the average μi that minimizes this distance, then 

generate a key-value pair with key and value (h, 1) with this 

average index (i). Therefore, our work 

K-MeansMap (p):𝐞𝐦𝐢𝐭 (𝐚𝐫𝐠𝐦𝐢𝐧𝐢‖𝐡 − 𝛍𝐢‖𝟐
𝟐, (𝐡, 𝟏)) 

The reduction step is the summation that is objectively 

attached to each key value. That is, if two value pairs are 

given for a particular key, we combine them by adding each 

corresponding element in the pairs. Therefore, our function is 

K-MeansReduce (𝐢, [(𝐡, 𝐩), (𝐠, 𝐫)]): 𝐫𝐞𝐭𝐮𝐫𝐧(𝐢, (𝐡 + 𝐠, 𝐩 +

𝐫)) 

Produces a set of k values of the mapredius form characterized 

by these two functions 

 

(i, (∑ h, |Pi|

h∈pi

)) 

 

where Si refers to a set of points that are close together. Then, 

we can calculate the new paths (Centroid of sets Si) 

μi ←
1

|Pi|
∑ h

h∈Pi

 

To calculate the distance between a point h and each device, 

the map function, each machine in our distribution cluster 

must have a set of present paths. Therefore, we must transmit 

new paths across the cluster at the end of each iteration. 

 

Steps in Procedure: 

1. Initially, selectthe K means µ1. . . µk consistently at 

arbitrary from the set H. 

2. Apply the MapReduce practice given by K-

MeansMap and K-MeansReduce to H. 

3. Calculate the new means µ1. . . µk from the results of 

the MapReduce. 

4. Transmission uses the new means to each machine 

on the cluster. 

5. Re-iteration steps 2 through 4 until the means have 

met. 

 

In the K-Means map procedure need to do the complete effort 

of O(knd). The whole communication cost is O(nd), and the 

highest number of rudiments related with a key in the 

reduction stage is O(n). However, meanwhile our minimize 

function is substitutable and harmonizing, we can use K-

Means reduce the communication cost from each expedient 

to O(kd). In addition, once the K-Means map step is 

complete we need to communicate with each other to transmit 

new paths with size O(kd) to all the exercises in the cluster. 

Thus, overall in each iteration of K-Means mechanism O(knd) 

and includes the communication cost O(kd) when using 

combiners, which are one and one for all communication 

replicas. 

 

Validation of Cluster Covid-19: Clustering outcomes 

valuation typically performed by some kind of measure of 

within-cluster dimensionality. A different approach to cluster 

validation is to perform a replication analysis, developed by 

McIntyre, 1980. This is essentially a cross-validation process, 

where the results on a subset of the data are cross-validated 

with the outcomes obtained on another subset. In the 
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following, we describe the main steps of the replication 

analysis, exemplifying it with the Healthcare application to 

the MapReduce based K-Means cluster solution of the Covid-

19 data derived. 

Step-1: Divide the original dataset into four datasets. 

Statistical measure makes this possible by using filter 

variables filled in with zeros and ones. With the Covid-19 

dataset, fourcluster samples S1, S2, S3 and S4 with 66, 68, 89, 

94 cases found respectively like this. 

Step-2: Cluster the datasets and determine the centroids. 

Performing the MapReduce based K-Means clustering on S1, 

S2, S3, S4 the centroids shown. 

 

 Cluster -1 Cluster-2 Cluster-3 Cluster-4 

Factor-1 (Positive) 1.24 1.27 2.29 2.45 

Factor-2 (Negative) -0.31 -0.33 -0.51 -0.61 

 

Step-3: Assign the data of the second cluster dataset to the nearest centroids. The distance between the patterns of the second cluster 

dataset, S2 and the centroids before determined on S1 are computed. Each S2 pattern is assigned to the nearest centroid. Make it 

possible to save the before determined centroids, making them obtainable for classification alone in this step and vice-versa. 

 

 Cluster-1 Cluster-2 Cluster-3 Cluster-4 

Factor-1 (Positive) 1.25 1.30 2.30 2.47 

Factor-2 (Negative) -0.35 -0.35 -0.55 -0.65 

 

Unsupervised Cluster Machine Learning Using Bayes 

Law: 

 

P(C|A) = 
P(A∩C)

P(A)
=

P(A|C)P(C)
P(A)

 

C is the class label i.e., C ϵ {c1,c2, …, cn}  

A is the observed object characteristics A ϵ {a1, a2… am} 

P(C|A) is the probability of C given A is observed called the 

Conditional Probability. The Conditional Probability that is C 

is true given that A is true, symbolized P(C|A), times the 

probability of A is the same as the conditional probability that 

A is true given that C is true, denoted P(A|C), times the 

probability of C. Both of these terms are equal to P(A^C) that 

is probability A and C are instantaneously true. If we divide 

all three terms by P(A) then we get the form shown. The 

reason that Bayes Law is important is that we may not know 

P(C|A), but we do know P(A|C) and P(C) for each possible 

value of C from the training data. 

Let us take on that a disease occurs and a test for it has been 

developed. Knowing that the following probabilities are as 

follows: 

P(C) =Probability of having the disease = 0.05 

P(¬C) = Probability of not having the disease = 0.95 

P(A|C) = Probability of testing positive, if having the disease 

=0.95 

P(A|¬C) = Probability of testing positive, if not having the 

disease =0.1 

In order to find if this reliable test and need to solve for the 

probability of having the disease given you have a positive 

test result is P(C|A). From Bayes law is P(A|C) P(C)/P(A). We 

essential to calculate P(A).  

P(A)= Probability of testing positive = P(C)*P(A|C) +P(¬C) * 

P(A|¬C)  

= 0.05 * 0.95 + 0.95 * 0.1 = 0.1425 

As a result, P(C|A) = P(A|C) P(C) /P(A) = (0.95 * 0.5) / 

0.1425 =1/3,  

which means that the probability of a patient having the 

disease given that the patient tested positive is only one third. 

This may not be a good test. 

Exemplifying with rigid numbers, let us fill the following 

test/disease matrix for a population of 10000 patients. 

 Have Disease Do Not Have Disease Totals 

Test Positive 10000 * (0.05 * 0.95) 10000 * (0.95 * 0.1) 1425 

Test Negative 10000 * (0.05 * 0.05) 10000 * (0.95 * 0.9) 8575 

 

The chance of having the disease if you test positive does the 

total number of positive tests divide the number of positive 

tests with the disease present i.e., 475/1425 = 1/3. 

 

Software Reliability Model: Reliability enhancement model 

is a numerical model of software reliability that reflects how 

software reliability improves over time as errors are detected 

and repaired. These models help the manager in deciding how 

much effort to put into the test. The objective of the researcher 

is to test and debug the system until the required level of 

reliability is reached. 

Software Reliability is the potential for medical application to 

function properly in a specific environment and for a period. 

Using the following formula, the probability of failure is 

calculated by testing a sample of all available input states. 

 

Probability = Number of failed circumstances / Total 

Number of circumstances under consideration 
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The set of all possible input states is called the input space. To 

find software genuineness that author need to find the given 

input space and the output location from the medical 

application software. 

 

III. CONCLUSION 

This paper is discussed the vector optimization problematic 

through optimal points and values are considered. The set of 

objective values of feasible points are reflecte. K-Meansmap 

procedure needs to do the complete effort of O (knd). The 

whole communication cost is O(nd), and the highest number 

of rudiments related with a key in the reduction stage is 

O(n).The replication analysis is exemplified the Healthcare 

application to the MapReduce based K-Means cluster solution 

of the Covid-19 data derived. Exemplified with rigid numbers 

filled the following test/disease matrix for a population of 

10000 patients. Software Reliability is the potential for 

medical application to function properly in a specific 

environment and for a period. 
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