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Abstract - There are millions of Indians who are 

continuously putting the efforts to invest regularly in an 

insurance plan. Investing money will not only give large 

benefits but also help the individual to improve his lifecycle. 

Life Insurance sector offers a huge range of products 

fulfilling the needs of people like financial protection, tax 

benefits, health expenses cover etc., This paper will help the 

individual to predict which policy is best suitable for him by 

considering various factors. Finding frequent patterns are 

useful for analysing and predicting customer behaviour. 
This Frequent itemset mining can help the individual to 

choose the perfect life insurance plan. 
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I. INTRODUCTION 

Data mining is the process of sorting through large datasets 

to identify patterns and establish relationships to solve 

problems through data analysis. In data mining, association 

rules are created by analyzing data for frequent patterns, 
then using support and confidence criteria to locate the most 

important relationships with the data. 

Data mining can be accomplished by building different 

models based on algorithms which act on large dataset 

which will help to mine the data and generate new results. 

In general, the benefits of data mining come from the ability 

to uncover hidden patterns and relationships in data that can 

be used to make predictions that impact business. Frequent 

pattern mining is an important data mining task and a 

focussed theme in data mining. The patterns that appear 

frequently in a dataset are called Frequent patterns. This can 
be explained easily by Market-basket analysis. It gives the 

relationships among the attributes. 

This paper mainly focuses to help the person to choose the 

best suitable life insurance plan according to customer 

information and other factors. In this paper, frequent 

patterns are generated based on individual’s age, gender, 

monthly income, monthly expenses, etc. and their 

relationships with each other. We will generate the frequent 

item sets and its analysis of best plan suitable to the person. 

 

II. RESEARCH METHODOLOGY 

A. Method - Finding frequent item sets to determine the 
measure of interestingness.  

i). Itemsets - Let V={v1,v2,......,vn} be the set of  items in 

market basket data and P={p1,p2,.......,pn} be the set of 

transactions. Each transaction vi contains a subset of 

items chosen from i. In association analysis, a collection 

of zero or more items is termed as itemset. If an itemset 

contains k items, it is called a k-itemsets. 

ii). Find all frequent itemsets: By definition, each of these 

itemsets will occur at least as frequently as a 

predetermined minimum support count, min sup.  

 

B. Algorithm - The Apriori algorithm is the most well 

known association rule algorithm and is used in most 
commercial products. It uses the following property, which 

we call the itemset property: Any subset of a large subset 

must be large.  

The basic idea of the Apriori algorithm is to generate 

itemsets of a particular size and scan the database to count 

these to see if they are large. During each scan of the items, 

counts are counted using minimum support and confidence. 

Only those itemsets that have support more than minimum 

support can be considered as large itemsets and those can be 

used to generate contenders for the next pass. Li that is 

levels are used to generate next counts. An itemset is 
considered as a rule only if all its subsets also are large. 

These itemsets are then joined to make of large itemsets 

found in previous pass. 

The following are the steps of Apriori algorithm: 

1. Scan the data in excel sheet which contains the items such 

as {age, gender, monthly income,..etc}. 

2. Calculate support associated with each and every item to 

create an itemset. 

3. If support of any of these items is large it is considered as 

a large itemset i.e. L1. 

4. The itemsets generated in the iteration are joined to make 
large itemsets which is known as candidate-itemset 

generation and uses Apriori property to prune un-frequent 

itemsets. 

5. Compare the support of each itemset with the minimum 

support count. 

6. If the obtained set is Null Goto step 4. 

7. Generate nonempty subsets for each frequent itemset. 

8. The frequently generated item itemsets is used to find 

insurance plan according to given items. 

 

C. Data  - Data mining is applied on the source of data 

using association rules. Some records were collected as a 
sample on which Apriori algorithm was applied. The 

variables, such as demographic profile, lifestyle, and asset 

allocation would affect the purchase of insurance products. 
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So for this paper, the basic customer’s information (age, 

sex, monthly income, marital status, monthly expenses, etc) 

and insurance transaction data (policy type, policy plans, 

mode of payment, term, etc) is used. 

 

III. RESULTS AND DISCUSSIONS  
The results for this paper are the frequent patterns generated 

after applying Apriori algorithm on samples. These patterns 

will be used in the making of an application which will give 

the best insurance plan to the customer according to their 

personal and financial information. This will guide the 

customer to make an informed choice from the plans 

available for investment. This will give idea to the customer 

that where to invest. Itemsets can be created based on age, 

gender, monthly income and expenses which will conclude 

relationships with policy types. 

These are the results after applying the apriori algorithm on 

the sample data : 
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IV. CONCLUSION  

This paper proposed an association model using Apriori 

algorithm based on some market basket analysis. These 

rules can guide the client to choose the perfect life insurance 

plan. This paper only focuses on life insurance policies 

offered by LIC of India and many private companies can be 
added to enhance the feature of proposed system and for 

which one might need to change the algorithm. Also more 

user friendliness can be provided with a good accuracy so 

that it can be implemented in real life. 
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