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ABSTRACT - This research aims to provide the framework 

for developing an intelligent intrusion detection system 

capable of classifying known and unknown attacks to protect 

organizations and their related information systems from 

catastrophic loss. Specifically, we reduce the identification 

risk of inferring unknown attacks by first formulating the 

problem of fine-grained known/novel intrusion detection as a 

two-stage minimization problem, where the first stage seeks a 

score measure for minimizing the empirical risk of 

misclassifying the known attacks. We developed a 

hierarchical intrusion detection system based on class-

conditioned auto-encoders due to the complex nature of the 

problem. In the second phase, extreme value theory describes 

the distribution of reconstruction mistakes to make 

distinguishing between unknown and known attacks easier 

since the former tend to have more significant reconstruction 

errors. We constructed a benign clustering module to study the 

multimodal distribution of benign traffic to reduce the number 

of false positives. The proposed method is evaluated using 

two widely used intrusion detection datasets, with positive 

results showing improved detection rates for previously 

undiscovered attacks while maintaining a low false positive 

rate. 
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I. INTRODUCTION 

Cybercrime evolves at a rate proportional to the rate 

at which network infrastructure and related services grow. 

Internet Security Threat Report estimates that in 2018, almost 

250,000,000 unique malware versions and 155 unique targeted 

attack groups were detected, with 23% exploiting zero-day 

vulnerabilities. The rise of innovative network technologies 

like cryptocurrency and the Internet of Things will only 

solidify this trend (IoT). Therefore, it is vital to establish 

comprehensive network security monitoring in light of the 

challenges of the ever-increasing volume of malware, network 

traffic, and malware sophistication, especially for as-yet-

undisclosed novel attacks. In this study, we provide an AI-

enhanced network attack detection system that can both 

recognize known incursions and infer previously unseen 

attacks. 

To create effective anomaly-based detections that can 

infer fresh assaults, machine-learning approaches have been 

frequently employed in the literature. However, because it was 

trained with generic labels, the anomaly-based system 

contains a lot of spuriously positive results and insufficient 

diagnostic data. In contrast, a fine-grained attack 

categorization system can effectively train security experts to 

handle risks by giving appropriate diagnostic information. The 

use of machine learning and deep learning for precise attack 

detection has been extensively debated in academic circles. 

Most of this research, however, assumes that all assaults seen 

at detection time are also present in the training set and 

therefore assesses the detection accuracy using a closed, fixed 

set of attacks. 

Misclassifying an unknown assault, which has a 

unique pattern that cannot be mistaken for a known attack, 

may lead to false conclusions about the nature of the problem. 

For this reason, intrusion detection systems might have a hard 

time keeping up with the constantly evolving threat landscape 

that is cyber security. As a result, creating intelligent intrusion 

detection systems capable of solving open-set issues is 

essential. The goal is to decrease the possibility of falsely 

labeling an unknown assault as recognized. Several 

approaches have been suggested for the open-set problem of 

network intrusion detection, including the Weibull-calibrated 

Support Vector Machine (W-SVM) and the Extreme Value 

Machine (EVM). Maintaining classification accuracy when 

using EVT and SVM to approximate a single score metric for 

unknown attack detection is difficult. In this research, we 

suggest a hierarchical architecture for tackling this problem by 

splitting intrusion detection into two distinct but interrelated 

activities: preserving the precision of classification for known 

assaults and discovering new threats. The two-step process of 

employing class conditional auto-encoders and EVT 

accomplishes this. By recasting the known/unknown intrusion 

detection problem as a two-stage minimization problem, using 

Conditioned Variational Auto-Encoder (CVAE) and EVT to 

build a hierarchical detection framework, and clustering and 

relabeling benign flows to lower the false positive rate, the 

proposed method outperforms benchmark methods relying on 

a single score measure. Using two popular datasets, we show 

that our suggested technique performs much better in 

experiments. 
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II. RELATED WORK 

For Network Intrusion Detection Systems (NIDS), 

researchers have previously looked at machine learning and 

deep learning, emphasizing choosing suitable learning models 

and traffic characteristics. Studies in recent years have 

investigated the efficacy of using several machine learning 

models, such as Support Vector Machines (SVM), Random 

Forest (RF), and Extreme Learning Machines (ELM), to 

enhance intrusion detection capabilities. Comparisons 

between deep learning and more conventional approaches 

have shown that the former excels at evaluating big data sets 

and doing more thorough system analysis. Novel multilevel 

semi-supervised learning frameworks have been presented to 

solve issues like class imbalance and non-identical distribution 

in IDS. Model selection is crucial, but feature selection is just 

as important when perfecting intrusion detection systems. 

Effective representations for intrusion detection have been 

studied via packet- and flow-level characteristics and direct 

analysis of network traffic payload. Self-Taught Learning 

(STL) IDS and Sparse AutoEncoder (SAE) are two more 

approaches that have been worked on for autonomous feature 

learning. An adversarial statistical learning mechanism for 

anomaly detection has been presented as a solution to the 

problem of evasion and poisoning attacks against ML or DL-

based intrusion detection systems; this mechanism may self-

adapt in the face of data poisoning assaults. 

One of the most promising aspects of machine 

learning-based intrusion detection is its ability to identify 

previously undiscovered threats, sometimes known as zero-

day assaults. An unknown assault may be detected by learning 

the typical communication pattern and looking for any 

variations that signal an attack. This is known as a one-class 

classification issue. In this context, auto-encoders are the most 

popular model choice, with several studies investigating their 

potential value in detecting previously unseen attacks. Online 

bidirectional principal component analysis, tensor 

factorization, Bayesian network analysis, and ensemble 

classification techniques are only some of the other machine 

learning methods presented. Furthermore, known assaults may 

fine-tune unsupervised models with known threat data or 

retrain the detection model in real time on manually marked 

misclassified flows. Both can enhance anomaly detection 

performance. 

Zero-day assaults are a massive worry for businesses 

and academics, so machine learning-based intrusion detection 

is essential. Unknown attack detection is often framed as a 

one-class classification issue, in which a model is trained on 

typical traffic and then alerted to any variations as potential 

threats. Alternatively, the detection model may be prepared 

using information about known assaults. The most popular 

model for this task is the auto-encoder. Research has used 

diverse approaches, including sparse auto-encoders, stacked 

non-symmetric deep auto-encoders, and Bayesian networks. 

Tensor factorization and symbolic sequence analysis are only 

two of the other systems that have been investigated. Multiple 

methods have been suggested, such as semi-supervised 

learning and ensemble classification. 

 

III. PROPOSED ARCHITECTURE 

The two-stage architecture shown in Fig. 1 tackles 

the hierarchy-based problem by training hierarchical models 

and doing hierarchical intrusion detection. The two-stage 

model training process is shown in Fig. 1(a), which involves 

the simultaneous training of both a general attack 

categorization and an unknown assault identification. Figure 

1(b) illustrates the two-stage procedures for determining 

whether an assault is known or unknown. Training data is 

biased toward labeling all occurrences of benign traffic as 

belonging to the same category. However, various app 

categories show off relatively low-key traffic patterns. Due to 

the possibility of a minor separation between benign activity 

and anomalous behavior, false alarms and misclassifications 

may occur more often for benign traffic. We use K-means and 

other unsupervised clustering techniques to address this issue 

to classify benign traffic flows that share behavioral 

characteristics. We buy several flow labels for a more secure 

transportation system, one for each category. Later, the 

detection model is trained with the relabeled regular traffic. 

We adopt the two-stage architecture for hierarchical 

model training and intrusion detection shown in Fig. 1 to solve 

the hierarchy problem. First, we attempt to decrease the 

empirical risk of misclassifying known attacks by training a 

discriminative model to approximate the classification 

function g1. To achieve this, we maximize the probability that 

the actual value y is given the input instance x (P(y|x)) by 

using a Conditional Variable Approximation Engine (CVAE) 

(a). The information about the latent z is crucial for the next 

stage of training, which is termed identifying attacks that have 

not yet been seen. 

As mentioned, we employ the first-stage 

classification function g1 to make inferences about previously 

undetected attacks while limiting the identifying risk 

associated with doing so in the second phase (2). The 

generative model may learn an approximation of the 

identification function g2 by training on the outputs of the 

discriminative model, namely the intrinsic distribution of the 

instance x from each class, P(x|y). The reconstruction error 

between the input and generated instances is determined by 

the trained generative model using the label predicted by the 

discriminative model. Since a significant deviation usually 

indicates an unanticipated attack, it might help separate it 

from a typical one. 

Training the generative model is aided by the latent 

feature space's much lower dimensional representation than 

the input feature space. Learning the underlying distribution of 

previously observed attacks in the latent feature space over z 
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rather than the input feature space over x improves the generative model's performance.  

 
Figure 1: Proposed IDS Architecture 
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IV. RESULTS AND OBSERVATION 

To test our approach, we conducted evasion assaults 

on the CICIDS2017 Setting1 dataset using the fast gradient 

sign method (FGSM) [38], a well-established technique for 

producing adversarial samples. We used FGSM to fine-tune 

our attacks on the test set not to be detected while providing a 

meaningful test (known and unknown assaults). Even though 

we built adversarial examples using FGSM without thinking 

about whether they could be used successfully, the confusion 

matrices of our two-stage detection strategy are provided in 

Fig. 2. Research shows that most known assaults are 

mistakenly assessed as innocuous during the known attack 

categorization stage when evasive attacks are included, as 

illustrated in Fig. 2. Figure 2 shows that the vast majority of 

malicious traffic is incorrectly labeled as unknown. As a result, 

with this degree of assault detection, the situation is better. 

Although we successfully dampened the effects of a standard 

FGSM attack, this does not render our system impervious to 

adaptive ones. We aim to learn more about the method 

employed to address this issue, which involves retraining a 

neural network to agree with the detection model's 

classification results. 

 

 

 
 

Fig 2. The performance  comparison of the proposed work 

 

V. CONCLUSION 

This article aims to detect new assaults while 

retaining high classification accuracy for known traffic, a 

challenge known as open-set intrusion detection. We 

approached this issue by categorizing known attacks and 

identifying undiscovered ones into its parts. As a result of 

developing a hierarchical issue formulation, we could imagine 

a two-stage intelligent framework for identifying known and 

undiscovered attacks. We used a two-stage framework that 

included training and testing methods, and we did so using 

CVAE and EVT. By examining reconstruction mistakes, our 

technique may detect previously unseen assaults. The 

outcomes of our experiments demonstrate the viability and 

efficiency of our CVAE-EVT* assisted strategy. We also 

compared our method to the best available benchmarks and 

found it significantly outperformed them. However, obstacles 

still exist due to extremely asymmetrical network traffic and a 

lack of insight into potential assaults. 
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