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Abstract - Network performance is especially dependent on 

traffic monitoring. Therefore, Software Defined Network 

(SDN) technology is submitted to support the flow control 

and proper monitoring by providing a global view of the 

network. Unfortunately, replacing the entire traditional 

network to SDN is complex, which leads to the need of 

SDN switches deployment to the current network. Thus, a 

hybrid network environment has emerged which consists of 

centralized controller, SDN switch and legacy routers. 

Hence, the advantage of the integration of traditional network 

and SDN will take place. The controller can collect SDN data 

instantly, while it waits for a long time to obtain the legacy 

network data. Consequently, failure detection and 

traffic management cannot be recognized in real-time. This 

research proposes a monitoring algorithm to monitor path 

state. It aims to reduce infrastructure cost in terms of 

replacing minimum number of legacy routers and minimizing 

the convergence time of collecting path load data. Significant 

paths are chosen by reconstruct load matrix using Singular 

Value Decomposition (SVD). SDN switches are then 

installed to cover these critical paths. As a result, critical 

paths can be directly addressed by the controller. On the other 

hand, the rest of paths cannot be processed directly by the 

controller. Therefore, legacy path load data is estimated for 

the past time to support the controller for obtaining the 

current data. The convergence time of the proposed algorithm 

takes more convergence time than the full SDN by only 

12%.Therefore, the proposed algorithm provides installing 

the minimum possible number of SDN switches that reduce 

the infrastructure cost. 
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I. INTRODUCTION 

The undeviating development of Internet speed with a data 

turnover rate of tens to hundreds gigabits per second (Gbps) 

is observed. Big servers and cloud computing partially solved 

storing and processing massive data problem. Besides, the 

sixth version of Internet addresses (IPv6) has solved internet 

addresses shortage. However, for a reliable, secure, simple, 

and low-cost network, the infrastructure of the existing 

network has to be changed. From this point of view, 

researchers started looking for alternative solutions, then the 

emerging technology known as software-defined networking 

(SDN) was found. It is the next generation of infrastructure 

in network engineering that supports a traditional network . 

Therefore, cloud computing, Internet of Things (IoT), big 

data, and the increasing demands for networks explain our 

need of SDN [10]. 

Traditional networks were not designed to handle large 

amount of data even with increased supply in processing 

power Ethernet speed, wireless speed, 4G and 5G 

technologies. The traditional network infrastructure has not 

changed due to its scalability and stability until SDN emerged 

in the past few years. However, it encounters some obstacles 

such as human errors during manual configuration, delay of 

packets because of distributed control. In addition, the 

cooperation between two different vendors not exist. For 

example, Cisco protocols are not compatible with Juniper or 

Huawei protocols. SDN solves the previous problems by the 

centralization of the controller that provides a global view of 

the network. Moreover, the centralized point can manage the 

entire network to minimize errors and provides consistency 

during configuring rules on the network devices. The SDN 

centralized controller improves security and quality of 

service (QoS) through enforcing some safe network rules that 

limit risks. For example, if any link in the network gets down, 

the controller instantaneously recognizes the problem, unlike 

the traditional networks that take a long time to detect the 

problem[11]. SDN is an effective scheme to save time and 

effort as well as provides high quality and reliable networks. 

However, practically it is difficult to move straightforward to 

SDN because of high cost of changing the entire 

infrastructure of the existing network. Consequently, the 

hybrid network has emerged SDN and conventional 

networks. Hybrid network improves the network 

performance and facilitates its management where it takes the 

advantages of both networks. 

The traditional network lacks QoS due to multiple control 

sources. In the beginning, the Best- Effort approach was 

released, which depends on the First Come First Serve 

(FCFS). But this approach is not suitable for real-time 

applications such as VoIP and video conferencing. 

Multiprotocol Label Switching (MPLS) and Different  

mechanisms were then established to simplify network 

management and to improve the QoS in real-time[33]. In 

contrast, the quality of network performance is difficult to be 

achieved due to the distributed routers' control. Therefore, 

these challenges are solved by the controller centralization, 

which has a global view of the entire network . As mentioned, 

it is not possible to move directly to SDN. Thus, it is 

necessary to monitor the path load state and avoiding any 

danger before it takes place to reach the best performance in 

the hybrid SDN. The controller finds it complicated when it 
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comes to manage legacy devices over a large-scale network 

because gathering the whole network information takes a 

long time. Therefore, convergence time is an essential 

measure to help the controller obtaining the entire network 

status. Convergence time is the required time for routers to 

capture each other's information, such as links, devices, and 

routing tables information. There are several researches 

efforts in the area of monitoring the traditional network and 

pure SDN. 

However, less attention is given to hybrid network. 

Therefore, this research focusses on addressing hybrid 

networks issues. SDN Advancement over Conventional 

Network Conventional networks implement various 

dedicated algorithms and set of rules on hardware 

components like Application Specific Integrated Circuits 

(ASICs) to monitor and control the flow of data in the 

network, supervising routing paths and responsible for 

configuring various NEs with each other in the network path 

[12]. When the packets are received by the routing devices, 

in a conventional network, it employs a set of rules, which 

are already entrenched in its firmware to detect the routing 

path for that packets as well as address of the destination 

device in the network. Generally data packets are handled in 

similar manner, which may be directed to the same 

destination and all this occurs in an inexpensive routing 

device. Moreover, special routing device i.e. Cisco router 

may have the ability to treat different packets depending on 

their nature and contents. It allows the administrator to mark 

out priorities of different flows through customized local 

router programming. Thus, the queue size in each router can 

manage packets flow directly. Such a customized local router 

setup allows the operators to handle traffic more efficiently 

in terms of congestion and prioritization control. The current 

network devices have the limitation on network performance 

due to high network traffic, which hinders the network 

performance in terms of speed, scalability, security, and 

reliability. The current network devices lack the dynamism in 

operation, which is related to different types of packets and 

their contents. It may be attributed to inability to 

reprogramming of the network operation due to the 

underlying hardwired implementation of routing 10 rules and 

various protocols. To overcome this, suitable handling of data 

rules are required in the form of software module. It will help 

in improving control over the network traffic by efficient 

utilization of network resources, which may lead to a state-

of-the-art technology, known as SDN . It also enables a cloud 

user to use cloud resources such as storage, processing 

(compute), bandwidth, and Virtual Machines (VMs) or 

conduct scientific experiments by creating virtual flow slices 

more efficiently. The goal of SDN is to provide a framework 

with open, user controlled management for the forwarding 

devices in a network[14]. In it, depending upon the scale of 

the network, the control plane may have one or multiple 

controllers. In case of multiple controller environments, a 

high speed, reliable distributed network control can be 

formed with peer-to-peer (P2P) configuration. In large-scale, 

high speed computing network, segregation of data plane 

from control plane plays an important role in SDN, wherein, 

switches use flow table for packet forwarding in data plane. 

Flow table comprise list of flow entries and each entry has 

three fields i.e., matching, counter and instruction. It leads to 

improved performance of network in relation to data 

handling, control and network management[13]. It is due to 

the fact, that software module (applications) helps 

administrator to control data flow along with desired change 

in the characteristics of switching and routing device in 

network from central location without dealing with each 

device individually in the network. Control plane Network 

topology ACLs, forwarding and routing QoS, link 

management Applications Mobility Management, Access 

Control, Traffic/Security monitoring, Energy-efficient 

networking Operating System API Network Node Data plane 

link Forwarding Switching, routing a) Conventional 

approach (each individual network node has its own control 

and data plane management) Data plane link Forwarding 

Switching, Routing Control plane Network topology 

ACLs,forwarding and routing QoS, link management 

Applications API Network Node . 

II. LITERATURE REVIEW 

1.Tsai, P.-W., Tsai, C.-W., Hsu, C.-W., & Yang, C.-S. 

(2018). Network monitoring in software-defined networking: 

A review. IEEE Systems Journal, 12(4), 3958-3969[1]. In 

this paper the author explains that to achieve efficient 

network management, traffic status monitoring is an essential 

pillar to obtain high quality and stable networks . Network 

monitoring shows the network behaviour status via traffic 

statistics. With the increased Internet usage and growing a 

large number of applications, the traditional network suffers 

from some network performance weaknesses due to a lot of 

application requirements. 

2.Lee, S., Levanti, K., & Kim, H. S. (2014). Network 

monitoring: Present and future[2]. Computer Networks, 65, 

84-98. In this paper the author explains that Traffic matrices 

are useful for planning and monitoring of network behavior. 

Therefore, there are two popular methods to monitor traffic 

flows in real networks, NetFlow application and Simple 

Network Management Protocol (SNMP). Moreover, SDN is 

an ideal solution to simplify network monitoring via 

centralized controller that has a global network view. 

Network monitoring is divided into two parts: data 

measurement and data processing. 

3.Karakus, M., & Durresi, A. (2017). Quality of service 

(QoS) in software defined networking (SDN): A survey. 

Journal of Network and Computer Applications, 80.[3] 

In this paper the author discusses that network devices are 

typically consisting of the data plane and control plane. A 

data plane is the hardware responsible for forwarding packets 

while the control plane provides the network intelligence 

such as selecting the best path, setting priorities, and policies. 
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In addition, each device in the traditional network is managed 

individually and manually, such as a router or switch. 

However, SDN architecture took out network devices 

intelligence (control plane) to form a central controller. 

Therefore, there is a separation between the control and data 

planes of SDN. 

4.Amin, R., Reisslein, M., & Shah, N. (2018). “Hybrid sdn 

networks: A survey of existing approaches,”. IEEE 

Communications Surveys & Tutorials, 48[4]. The control 

plane is responsible for decision-making such as packet 

routing, while the data plane executes control plane 

instructions. The result of separation is that the management 

function concentrates on a single network device known as 

the controller, which monitor the network easily. 

5.Benzekki, K., El Fergougui, A., & Elbelrhiti Elalaoui, A. 

(2016). Software‐defined networking (SDN): a survey. 

Security and communication networks, 9(18), 5803-5833[5]. 

In this the authors explained that OpenFlow protocol allows 

control layer to contact with data layer and exchange packet 

with each other. It has been developed to suit all vendor 

types.SDN is a more modern approach to manage actions and 

services. The network design is one of the prominent 

advantages that supports different vendors' devices which can 

interact with each other. 

6.Amin, R., Reisslein, M., & Shah, N. (2018). “Hybrid 

networks: A survey of existing approaches,”. IEEE 

Communications Surveys & Tutorials, 48[6].In this paper the 

author explains that the hybrid network is consisting of both 

traditional and SDN devices. Accordingly, there are some 

advantages of integrating both systems so that it facilitates 

planning, monitoring, and managing the entire network. 

Moreover, traditional networks could be managed centrally 

rather than distributed control. In addition, the controller 

centralization simplifies the management complexity of IP 

devices, particularly those related to policy configurations 

and quality of service improvements such as routing policy 

management, traffic management, and access-list control. on 

IP addresses as well as multiple sources of control and 

management. In contrast, SDN controls all devices in a data 

plane by a single centralized controller. Thus, when both 

networks are integrated, legacy and SDN systems must be 

appropriate to communicate with each other, either through 

software updating or hardware deployment. 

7.Sinha, Y., & Haribabu, K. (2017). A survey: Hybrid sdn. 

Journal of Network and Computer Applications, 100, 35-

55[7].In this paper describes that Hybrid networks 

(traditional & SDN) are based on their ability to coexist 

together, as well as interactivity during communication so 

that both networks understand each other's functions. The 

integration of SDN over the traditional network is in three 

locations, control plane only, data plane only, or both. 

Merging both networks in data plane only do not provide the 

network a noticeable benefit. Thus, integrating legacy 

devices with the controller only or with both controller and 

SDN devices of the data layer is considered a quantum leap 

over the traditional network. 

8.Caria, M., Das, T., Jukan, A., & Hoffmann, M. (2015). 

Divide and conquer: Partitioning OSPF networks with SDN. 

Paper presented at the 2015 IFIP/IEEE International 

Symposium on Integrated Network Management (IM)[8]. 

First, current devices may not need to be replaced because 

they provide essential and indispensable services. Besides, it 

is important to know the adaptability of legacy devices to 

SDN so that they can interact and communicate with each 

other. The budget is one of the significant factors affecting 

the installation of SDNs. Thus, the network planning 

concerns to install the least possible SDN devices. Also, 

upgrading the device software may further complicate 

network management. Factors have encouraged researchers 

to search hybrid network design solutions. Consequently, two 

mechanisms were introduced for SDN deployment. 

9.Joglekar, C. A. (2017). Route Manipulation using SDN and 

Quagga. The author explains the Mininet Emulator is a tool 

used for software-defined networks[9]. It provides hosts, 

open-flow switches, and controllers by using CLI. A pure 

SDN can be established which represents a real network. The 

emulator runs only on the Linux system, but it can be used on 

other systems via virtual programs such as VMware. The 

Mininet checks and tests the SDN structure efficiency. In 

order to simulate the hybrid network in Mininet, it requires to 

install Quagga software over the Linux system. 

III. PROBLEM FORMULATION 

SDN is the optimal solution for traditional network 

shortcomings. However, it is very costly to migrate from the 

traditional network to SDN immediately. Therefore, SDN 

devices are deployed gradually into legacy devices. There are 

numerous studies being carried out about monitoring on pure 

SDN and traditional networks. However, the monitoring in 

hybrid networks is still under- research due to a lack of 

studies in this field. 

It is not easy to achieve full traffic management such as load 

balance, congestion, and latency for hybrid SDN because the 

entire network is not under single control. The centralized 

controller of SDN can easily manage OpenFlow switches and 

recognize the paths status in real time. Due to multiple 

Interior Gateway Protocol (IGP) routers in the traditional 

network part, collecting path load state data for large-scale 

network topology takes long time. Thus, paths monitoring is 

a critical issue. It is important to speed up the convergence 

time to help the controller to make decisions promptly when 

dealing with any changes in the network. 
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IV. CONCLUSION 

The increase in data usage due to the emergence of new 

technologies made it more difficult to handle large amount of 

data by the traditional network. Thus, Software Defined 

Network (SDN) has come up to address these problems. On 

the other hand, it is not possible to migrate to SDN directly 

where SDN switches deployment will gradually take place in 

the network. Thus, a hybrid network environment has 

emerged consisting of a central controller, SDN switches, and 

legacy routers. The controller collects the SDN path load data 

instantly, while it takes a long time to obtain the legacy path 

load data. Consequently, failure detection and traffic 

management cannot be recognized in real-time. The main 

objectives of this research are to replace minimum number of 

legacy routers that reduce cost and convergence time. These 

objectives are made by proposing the algorithm to monitor 

path load data and selects significant paths to be covered by 

SDN switches using Singular Value Decomposition (SVD). 

Moreover, minimum possible number of SDN switches were 

installed to cover the critical paths. Legacy path load data is 

estimated for the past time to support the controller for 

obtaining the current data. 

It has been observed that the convergence time of the full 

SDN is better than the proposed monitoring algorithm by 

only 12%. Moreover, the proposed algorithm reduces a 

number of SDN switches used. Finally, the proposed 

algorithm has demonstrated noticeable improvement in 

traffic management by 11% compared to full SDN. 
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