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Scope and applicability of game theory

A Strategiomultiagentinteractions occur in all fields

I Economics and business: bidding in auctions, offers in
negotiations

I Political science/law: fair division of resources, e.g., divorce
settlements

I Biology/medicine: robust diabetes management (robustnes
against nadversarial o sel e

I Computer science: theory, Al, PL, systems; national securi
(e.g., deploying officers to protect ports), cybersecurity (e.c
determining optimal thresholds against phishing attacks),
Internet phenomena (e.g., ad auctions)



Game theory background

rock paper SCISSOrS
Rock 0,0 -1,1 1,-1

Paper 1-1 0,0 -1,1
ScISSsors -1.1 1-1 0,0

A Players

A Actions (aka pure strategies)

A Strategy profile: e.g.R,p)

A Utility function: e.g., y(R,p) =-1, u(R,p) = 1
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Zero-sum game

rock paper SCISSOrS
Rock 0,0 -1,1 1,-1

Paper 1-1 0,0 -1,1
ScISSsors -1.1 1-1 0,0

A Sum of payoffs is zero at each strategy profile
e.g., Y(R,p + i, (R,p=0
A Models purely adversarial settings



Mixed strategies

A Probability distributions over pure strategies

A E.g., R with prob. 0.6, P with prob. 0.3, S with
prob. 0.1



Best response (aka nemesis)

A Any strategy that maximizes payoff against
opponent 0s strategy

A If P2 plays (0.6, 0.3, 0.1) fop,s then a best
response for P1 is to play P with probability 1
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Nash equilibrium

A Strategy profile where all players
simultaneously play a best response

A Standard solution concept in game theory

I Guaranteed to always exist in finite games [Nash
1950]

A In RockPaperScissors, the unique equilibrium
IS for both players to select each pure strategy
with probability 1/3

11



Minimax Theorem

A Minimax theorem: For every twplayer zeresum

game, there exists a value v* and a mixed strategy
profile U* such that:

a. P1 guarantees a payoff of at least v* in the worst case by
playingu*,

b. P2 guarantees a payoff of at leagtin the worst case by
playingu*,

A v* (= v,) is thevalueof the game

A All equilibrium strategies for playerguarantee at
least yin the worst case

A For RPS, v*=0
12



Exploitability

A Exploitability of a strategy is difference
between value of the game and performance
against a best response

I Every equilibrium has zero exploitability
A Always playing rock has exploitability 1
| Best response Is to play paper with probability 1

13



Nashequilibria in two-player zero
sum games

A Zero exploitabiltyi funbeat abl eo

A Exchangeable
I If (a,p and €,d) are NE, theng,d and €,b) are too

A Can be computed in polynomial time by a linee
programming (LP) formulation

14



Nashequilibria in multiplayer and
non-zero-sum games

A None of the tweplayer zeresum results hold

A There can exist multiplequilibria, each with different
payoffs to the players

A If one player follows one equilibrium while other
nlayers follow a different equilibrium, overall profile Is
not guaranteed to be an equilibrium

A If one player plays an equilibrium, he could do worse
the opponents deviate from that equilibrium

A Computing an equilibrium is PPABard

15



Imperfect information

A In many important games, there is information

that Is private to only some agents and not
avallable to other agents

I In auctions, each bidder may know his own
valuation and only know the distribution from whicl
ot her agentso valwuati ol

I In poker, players may not know private cards held
by other players

16



Extensiveform representation




Extensiveform games

A Two-player zeresum EFGs can be solved in
polynomial time by linear programming
I Scales to games with up to®Hdates

A lterative algorithms (CFR and EGT) have been
developed for computing dsequilibrium that scale to
games with 10 states

I CFR also applies to multiplayer and general sum games,
though no significant guarantees in those classes

I (MC)CFR is seHplay algorithm that samples actions down
tree and updates regrets and average strategies stored at
every information set

18



Standard paradigm for solving large
Imperfect-information games

Original game

Abstracted game

Automated abstraction i E

Custom
equilibriumfinding

algorithm

Reverse mapping

Nash equilibrium Nash equilibrium
19



Texas empmoked 6

A Huge game of imperfect information

I Most studied imgnfo game in Al community since 2006
due to AAAI computer poker competition

I Most attention on-player variants (player zeresum)

I Multi-bi1 I ' 1 on dol |l ar 1T ndustry
ALi mi t T eermafxed battihgoksized

I ~10'" nodes in game tree

ANo Li mit @&ne urdimsitechbetlsize 6
I ~10'%5 nodes in game tree
I Most active domain in last several years
I Most popular variant for humans

20



No-l 1 mi t T eernpoker h

A Two players have stack and pay blinds (ante)
A Each player dealt two private cards

A Round of bettingreflop)
I Players can fold, call, bet (any amount up to stack)

A Three public cards dealt (flop) and a second round of
betting

A One more public card and round of betting (turn)
A Final card and round of betting (river)
A Showdown

21



Game abstraction

A Necessary for solving large games

i 2-playernel i mi t T emhasl6°hganedtatés,
whil e best sol ver s Hfistatesy 0

A Information abstraction: grouping information sets
together

A Action abstraction: discretizing action space
i E.g., limit bids to be multiples of $10 or $100

22
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Potential-aware abstraction with EMD

Equity distribution for Equity distribution for
TcQd-7h9hQh on river 5c9d3d5d7d on river
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Potential-aware abstraction with EMD

A Equity distributions on the turn. Each point is EHS for given
turn card assuming uniform random river and opponent hand

A EMD is 4.519 (vs. 0.559 using comparable units to river EMD)
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Algorithm for potential -aware imperfect
recall abstraction with EMD

A Bottomup pass of the information tree (assume an abstraction 1
final rounds has already been computed using arbitrary approa

A For each round n
i Let n*% denote mean of clustem An*!

I For each pair of round n+1 clusters)( compute distancd";
between % and n*4 using d**

i For each poink", create histogram over clusters frorftA

I Compute abstraction"Aising EMD withd";; as ground
distance function

A Developed fast custom heuristic for approximating EMD in our
multidimensional setting

A Best commerciallavailable algorithm was far too slow to compute

abstractions in poker
26



Standard paradigm for solving large
extensiveform games

Original game

Abstracted game

Automated abstraction i E

Custom
equilibriumfinding

algorithm

Reverse mapping

Nash equilibrium Nash equilibrium
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Hierarchical abstraction to enable

distributed equilibrium computation

A On distributed architectures and supercomputers witl
high interblade memory access latency,
straightforward MCCFR parallelization approaches
lead to impractically slow runtimes

I When a core does an update at an information set it needs
read and write memory with high latency

I Different cores working on same information set may need
lock memory, walit for each other, possibly ovarte each
others' parallel work, and work on eaftsync inputs

A Our approach solves the former problem and also he
mitigate the latter issue

28



High-level approach

A To obtain these benefits, our algorithm creates an
Information abstraction that allows us to assign disjol
components of the game tree to different blades so tf
trajectory of each sample only accesses information
sets located on the same blade.

I First cluster public information at some early point in the
game (public flop cards in poker), then cluster private
Information separately for each public cluster.

A Run modified version of externaampling MCCFR

I Samples one pair @ireflophands per iteration. For the later
betting rounds, each blade samples public cards from its

public cluster and performs MCCFR within each cluster.
29



Hierarchical abstraction algorithm for

distributed equilibrium computation

A For r = 1 to rx1, cluster states at round r usifg
I A,Is arbitrary abstraction algorithm
I E.g., forpreflopround in poker

A Cluster public states at round r* into C buckets
I E.g., flop round in poker

A Forr=r*to R, c =1 to C, cluster states at round r thz
have public information states in public bucket c into
B, buckets using abstraction algorithfn

30



Algorithm for computing public
Information abstraction

A Construct transition table T

I T[p][b] stores how often public state p will lead to bucket b otihse
abstractionA, aggregated over all possible states of private information

A fori=1toM1,j=i+1lto M (M is # of public states)
I 5;:=0
I forb=1toB
A's; += min(T[i][b], T[][b])
i od;=(V-5)V
A Cluster public states into C clusters using (custom) clustering
algorithm L with distance function d

I d,; corresponds to fraction of private states not mapped to same bucke
A when paired with public infoand j

31



Comparison to nondistributed approach

200 60/6'50\\8@0_1@9/12.00

Running time (hours)

Distributed vs.
Hyperborean.irc

-#-Non-distributed
Hyperborean.irc

Distributed vs.
Slumbot

——Non-distributed
Slumbot




Tartanian/: champion two-player

no-l 1 mi t T eemagent H

A Beat every opponent with statistical significanc
In 2014 AAAI computer poker competition

Table 1: Win rate (in mbb/h) of our agent in the 2014 AAAT Annual Computer Poker Competition against opposing agents.
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Standard paradigm for solving large
Imperfect-information games

Original game

Abstracted game

Automated abstraction i E

Custom
equilibriumfinding

algorithm

Reverse mapping

Nash equilibrium Nash equilibrium
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Reverse mapping

A Action translatonma ppi ng i nter pr e
actions that have been omitted from action abstractio
I Natural approaches perform very poorly

I Developed new approach that has theoretical justification,
outperforms prior approaches on several domains, satisfie:
natural axioms, adopted by most strong poker agents

A Furtherpost-processingapproaches

I Also important even if we do not perform any action
abstraction

35



Purification and thresholding

A Thresholding round action probabilities below ¢ down
to O (then renormalize)

A Purificationis extreme case where we play maximal
probabllity action with probability 1

36



Benefits of postprocessing techniques

A 1) Failure of equilibriurdfinding algorithm to
fully converge

I Tartanian4 had exploitability of 8Gablk/hand even
within its abstraction (always folding has
exploitability of 750mbk/hand!)

37



Benefits of postprocessing technigues

A 2) Combabverfitting of equilibrium to the abstraction
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Experimentsonnael | mi t T eerma:

A Purification outperforms using a threshold of
0.15

I Does better than it against all but one 2010
competitor, beats it head-head, and won bankroll
competition

39



Worst-case exploitability

A We also comparedorstcaseexploitabilitiesof several variants
submitted tothe 2010two | ay er | I memdividiom X a S

I Using algorithm of Johansaet al. IJCAI-11

Exploitability | Exploitability
Threshold of GS6 of Hyperborean
None 463.591 235.209
0.05 326.119 243.705
0.15 318.465 258.53
0.25 335.048 277.841
Purified 349.873 437.242

Table 4: Results for full-game worst-case exploitabilities of
several strategies in two-player limit Texas Hold’'em. Re-
sults are 1n milli big blinds per hand. Bolded values indicate
the lowest exploitability achieved for each strategy.




Purification and thresholding

A 4x4 two-player zeresum matrix games with payoffs
uniformly at random from-[L,1]

A Compute eg
A Compute eg

last row anc

uili
uili
CO

orium F in full game
orium A In abstracted game that omits

umn

ifessentially Arandomo abstr
A Compare yA,, F,) to u(pur(A,), F,)

41



Purification and thresholding

Purified average payoff -0.050987 +0.00042
Unpurifiedaverage payoff -0.054905 +0.00044

# games where purification led to 261569 (17.440)
improved performance

# games where purification led to 172164 (11.48%)
worse performance

# games where purification led to 1066267 (71.08 %)
no change in performance

A Some conditions when they perform identically:
1. The abstract equilibrium A Is a pure strategy profile
2. The support of Ais a subset of the support of F

42



Purification and thresholding

A Results depend crucially on the support of the full equilibrium

A If we only consider the set of games that have an equilibiiium
with a given support, purification improves performance for
each class except for the following, where the performance is
statistically indistinguishable:

i Uis the pure strategy profile in which each player plays his
fourth pure strategy

iUis a mixed strategy profile
contains his fourth pure st
not contain his fourth pure strategy

43



New family of postprocessing
technigues

A 2 main ideas:
I Bundle similar actions
I Add preference for conservative actions

AFirst separate actions i
I If probability of folding exceeds a threshold parameter, fold

with prob. 1

I El se, follow purificat-l on
actiono of fAbet. o

il f Abeto I s selected, then

specific bet actions.

A Many variations: threshold parameter, bucketing of
actions thresholdingralue among buckets, etg,



Postprocessing experiments

Hyperborean.iro Slumbot Average Min
No Thresholding +30+ 32 +10+ 27 +20 +10
Purification +55+ 27 +19+ 22 +37 +19
Thresholding0.15 +35+ 30 +19+ 25 +27 +19
New-0.2 +39+ 26 +103+ 21 +71 +39

45



Brains vs. Artificial Intelligence

A April 24-May 8, 2015 at Rivers Casino in
Pittsburgh, PA

I The competition was organized by Carnegie Mellon
University ProfessofuomasSandholm Collaborators
wereTuomasSandholmand Noam Brown.

A 20,000 hands of twplayer nelimit Texas
holechb ®t w€laudican and Don
Jason Les, Bjorn Li, Doug Polk

I 80,000 hands in total

AUsed fiduplicateodo scor
46



Brains
W Nick Frame

The REAL power rankings for OCT 2014
are out

R Doug Polk
e T

March HUNL PR
1 West Coast Gangsters
2 Big Dick

TC power rankings OCT 2014

3 AZNflushie (RIP)
4 Rumble man

5 Swarmmy

6 Kaby

7 ke

8 wheyprotein

9 80%carry

10 muumi

13

WCG (0)

ike (+1)

sauce (+1)
TCfromUB (+1)
jungle {
pandorasbux (-4)
kabydf (0)
donger (-2}

9. carrycakes (-1)
10. KPR (-1)

11. asianflushie (+2)
12. kanu7 (+3)

13. bajskorven ()
14. OTBredbaron (U)
15. Rperfumo (-4)
16. mokoma1 (0)

17. Billiomucks (-5)
18. dougiedan (-5)
19. ForTheSwarm (U}
20. Willhasha (U)

1.
2.
3.
4.
5.
6.
7.
8.




Brains

W 02-04-2015, 09:53 AM #1

Donger Kim Donger Kim to Nick Frame {TCfromUB) HU Challenge
enthusiast

ger Kim". There's
Frame,
ct his game and it

If ahead of me, I'd like to have a chance to play him in a challenge-type format, I
ce and :l‘lrrll—'fhlru‘] that would also be enjoyable for the community,

ar sadce,

I
ould be able t

Mick, let me know when you'd like to begin. Ideally, I'd like to get started right away.
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Brains

g@ Donger Kim wins heads-up challenge against

@ TCf
romUB
Poker News 61 o 1| B 2l Eshare

ong "Donger Kim" Kim won $103.992 from Nick "TCfromUB" Frame in the 15,000 hand
heads-up challenge, which not only earned him the respect of the high stakes community, but
also an additional $15,000 from the sidebets for the challenge.
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Results

A Humans won by 732,713 chips, which
corresponds to 9.16 big blinds per 100 hands
(BB/100) (SB =50, BB = 100)

| Statistically significant at 90% confidence level, bu
not 95% level

A Dong Kim beat Nick Frame by 13.87 BB/100
i $103,992 over 15,000 hands with-26 blinds

A Doug Polk beat BeBulskyby 24.67 BB/100
i $740,000 over 15,000 hands with 1200 blinds

50



Payoffs

A Prize pool of $100,000 distributed to the
humans depending on their individual profits.

e
I1 — Iy

$10.000 +%60.000 8 —4m8 ——8M
Tr1+ T2 + T3 — 314

Ia — T4

T1+ T9 + T9 — 31y

S10.000 + $60. 000
L3 — I4

510,000 + s60. 000 —M
T+ T + Ty — 3Ty

10,000

Po = pg = py = $25, 000

o1



| Limp!

AALi mpi ng i.sThifisthe mdstongpertans
fundamentaln poker-- for every game, for every
tournament, every stake: If you are the first player to
voluntarily commit chips to the pot, open for a raise.
Limping Is inevitably a losing play. If you see a perso
at the table limping, you can be fairly sure he is a bac
player. Bottom line: If your hand is worth playing, it is
worth raisingo [ Phil Gor

A Claudicolimps close to 10% of its hands
I Based on humansod anal ysi s

A Claudicomakes many other unconventional plays (e.(
small bets of 10% pot and ail bets for 40 tim5ezs pot)



Architecture

Original game

Abstracted game

Autormated abstraction i E

iZustom
equilibrium-finding
algorithim

Reverse mapping

Nash equilibrium Nash equilibrium

A Offline abstraction and equilibrium computation
I EC used PBlacKightsupercgprhpater with 961 cores

A Action translation
A Postprocessing

A Endgame solving 53



Pseudeharmonic mapping

AMaps opponentdds bet x tc
abstraction A, B according to:

A f(x) =

A f(x) is probability that x is mapped to A

A Example: suppose opponent bets 100 into pot of 500
and closest si zes are nc
pot. SOA=0,x=0.2,B=0.25.

A Plugging these in gives f(x) = 1/6 = 0.167.

24



Endgame solving

A

Strategies for entire game Endgame strategies
computed offline computed in real time to
greater degree of accuracy

0,0 -1,1 1.1 1,1 0,0 -1 A1 1,4 0,0

A Doug Polk related to me in personal communication after the
competition that he thought the river strategy¥tfudicousing
the endgame solver was the strongest part of the agent.



Problematic hands

1. We had A4s and foldegreflopafter putting in over half of our stack
(human had 99).

i We only need to win 25% of ti me
call to be profitable (we win 33% of time against 99).

i Transl ation mapped opponentos r
look up strategy computed thinking that pot size was much smaller th
It was (7,000 vs. 10,000)

2. We had KT and folded to an afl bet on turn after putting in % of our stack
despite having top pair and a flush draw

I Human raised slightly below smallest size in our abstraction and we
Interpreted it as a call

i Both 1 and-t2eduprobl Bmbf
3. Largeali n bet of 19,000 I nto smal/l
I E.g., 3s2c better ailh bluff hand than 3c2c on JsTs4sKcQh

I Endgame i1 nformati on abstr§6ctior
Acard removal o



| essons learned

A Two most important avenues for improvement
i Solvingttde pmrodlhl e mo

I Improved approach for information abstraction that better
accounts for card removal//

A Improved theoretical understanding of endgame solvi
I Works very well in practice despite lack of guarantees
I Newer decomposition approach with guarantees does wors

A Bridge abstraction gap
I Approaches with guarantees only scale to small games

A Diverse applications of equilibrium computation
A Action translation axioms
A Theoretical understanding of pgetocessing sbitcess



Standard paradigm

Original game

Abstracted game

Automated abstraction i E

Custom
equilibriumfinding

algorithm

Reverse mapping

Nash equilibrium Nash equilibrium
58



New gamesolving paradigms

59



Endgame solving

Strategies for entire game
computed offline

A

Endgame strategies
computed in real time to
greater degree of accuracy

10)



Incorporating qualitative models

Pl ayePl ager

strategy  strategy

BLUFF-FOLD | roLp/LUFF

Weaker A

han d FOLD/CHECK
CHECK-FOLD

BLUFF/CHECK
CALL/CHECK

CHECK-CALL

CALL/BET
BET-FOLD

StrongeV
hand RAISE/BET

2 0S

BLUFF-FOLD | FOLD/BLUFF

CHECK-FOLD
FOLD/CHECK

CHECK-FOLD

BLUFF/CHECK
CHECK

CALL/CHECK
CHECK-CALL

CALL/BET
BET-FOLD CHECK-CALL

RAISE/BET

61



Computing Nash equilibria in games
with more than two players

A Developed new algorithms for computibgquilibrium
strategies in multiplayer imperfegtformation stochastic games
I Models multiplayer poker tournament endgames

A Most successful algorithm, called-PP, used a twtevel
iterative procedure
I Outer loop is variant of policy iteration
I Inner loop is an extension of fictitious play

A Proposition: If the sequence of strategies determined by
iterations of PIFP converges, then the final strategy profile is
equilibrium.

A We verified that our algorithms did in fact convergéjto
equilibrium strategies for very sméal

62



The need for opponent exploitation

A Gamesolving approach producesexploitabldi.e.,
ANsaf eo) st-playder reggsum gamesn t v
A But it has no guarantees in genesam and
multiplayer games

A Furthermore, even in twplayer zeresum games, a
much higher payoff is achievable against weak
opponents by learning and exploiting their mistakes

63



Opponent exploitation challenges

A Needs prohibitively many repetitions to learn in large
games (only 3000 hands per match in the poker
competition, so only have observations at a minuscule
fraction of information sets)

A Partialobservabiltyo f opponent 6s pr

A Often, there is no historical data on the specific oppor
I Even If there Is, it may benlabelledor semilabelled

A Recently, gamsolving approach has significantly
outperformed expl ol tatemo

64



Overview of our approach

A Start playing based on game theory approach

A As we learn opponent(s) deviate from equilibrium, adjust our
strategy to exploit their weaknesses

I E.g., the equilibrium raises 90% of the time when first to act, but the
opponent only raises 40% of the time

I Requires no prior knowledge about the opponent

AFind opponent 6s str atompuedt ha
approximate equilibrium strategy and consistent with our
observations of his actions so far

A Compute and play an (approximate) best response to the
opponent model.

65



DeviationBased Best Responségorithm
(generalizes to multplayer games)

A Compute an approximate equilibrium
AMaintain counters of opponei

A for n= 1to |public histories|
I Compute posterior action probabilitiesngusing aDirichlet prior)
I Compute posterior bucket probabilities
I Compute model of mpponento6s str

A return bast response to the opponent model

Many ways to define opp

that is consistent with bucket probabillities
A L, or L, distance to equilibrium strategy
A Customweighs hi fting al gorithm
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Experiments on opponent exploitation

A Significantly outperforms gamemeory-based base strategy in 2
pl ayer |1 menagahg xas hol d ©
I trivial opponents (e.g., one that always calls and one that plays randoml
I weak opponents from AAAI computer poker competitions

ADondédt have to turn this on a

OpponentAlways fold OpponentAlways raise  OpponentGUS2

WI n [il=t]
r at e 058

1,000 3,000
#hands 67



Exploitation-exploitability tradeoff

Exploitation

Exploitability



Safeopponent exploitation

A Definition. Safestrategy achieves at least the
value of the (repeated) game In expectation

A Is safe exploitation possible (beyond selecting
among equilibrium strategies in the estot
game)?
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Rock-Paper-Scissors

A Suppose the opponent has played Rock in each of th
first 10 iterations, while we have played the
equilibriumu*

A Can we exploit him by playing pure strategy Paper in
the 11" iteration?

I Yes, but this would not be safe!

A By similar reasoning, any deviation fraim will be
unsafe

A So safe exploitation is not possible in Rdekper
Scissors
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Rock-Paper-ScissorsToaster

rock  paper scissors toaster
Rock 0,0 -1,1 1,-1 4,-4

Paper 1,-1 0,0 -1,1 3,-3
Scissors  -1,1 1-1 0,0 3, -3

A tis strictly dominated

Is does strictly better t|
A Suppose we play NE in the first round, and he plays t

I Expected payoff of 10/3

A Then we can play R in the second round and guarantee a
least 7/3 between the two rounds

A Safe exploitation is possible in RPST!
IBecause of presence gf 0¢



When can opponent be exploited safely?

A Opponent played an (iterated weakly) dominated strategy?
Y
R is a gift U3l
but not iteratively weakly dominated
D| 2|3
Annnnnanf Nl aywao A Ja c t r At oo t
\ g I~J I~J \J 11 o i L I~J 1 A ] oo A CA ~J L 1 A L \a\aa
R isndét in the suppoLrt of any eq
but is also not a gift U
D|-2

A Definition. We received gift if opponent played a strategy such that we hav
an equili brium strategy for which

A Theorem. Safe exploitation is possibit the game has gifts
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Exploitation algorithms

1¥R1 sk what youodove won so far

2PRi sk what youove won so far
randomization), i.e., risk the gifts received
I Assuming the opponent plays a ne

A Theorem.A strategy for a tweplayer zeresum game is saff it
never risks more than the gifts received according to #2

A Can be used to make any opponent model / exploitation algoritt
safe

A No prior (noreg) opponent exploitation algorithms are safe
A We developed several new algorithms that are safe

I Present analogous results and algorithms for extefcime
games of perfect and imperfanoformation
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RiI sk What Youobve \
(RWYWE)

ASet k=0

Afort=1to T do
I Set't to bek!-safe best response to M
I Play actiorgl, according to t
ifUpdate M with 6ppone
i Setkti=kt+u("t,a)Tr v*
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Experiments on Kuhn poker

A All the exploitative safe algorithms outperform Best Nas
against the static opponents

A RWYWE did best against static opponents
I Outperformed several more conservative safe exploitatgs

A Against dynamic opponents, best response does much
than value of the game

I Safealgorithms obtaimpayoff higher than the game value
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Recap

A Background

A New approaches for game solving within the
standard paradigm

A New gamesolving paradigms
A Opponent exploitation
A Challenges and directions
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Game solving challenges

A Nash equilibrium lacks theoretical justification in
certain game classes
I E.g., games with more than two players

I Even in twoeplayer zeresum games, certain refinements are
preferable

A Computing Nash equilibrium is PPAEbmplete in
certain classes

A Even approximating NE in 2p zeBum games very
challenging In practice for many interesting games

I Huge state spaces
A Robust exploitation is preferable
’/



Frameworks and directions

A Standard paradigm
I Abstraction, equilibriunfinding, reverse mapping (action translation and
postprocessing)
A New paradigms

I Incorporating qualitative models (can be used to generate human
understandable knowledge)

I Realtime endgame solving
A Domainindependent approaches

A Approaches are applicable to games with more than two playei

I Direct: abstraction, translation, pgstocessing, endgame solving,
gualitative models, exploitation algorithm

I Equilibrium algorithms also, but lose guarantees
I Safe exploitation, but guaranteaaximininstead of value
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