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Abstract- Recommender systems are the systems that 

recommend items to the users based on their tastes and 

interest. Many e-commerce websites use recommender 

systems to recommend items to users. With the expansion of 

data on the web and a variety of products available in the E-

commerce sector, the recommender systems come to the aid of 

the users. When a user or item is new, the system may fail to 

give best possible results because of insufficient information 
availability on this item. When a new user enter the system 

and does not find recommendations that are not convincing 

him, the user may not reuse the system and market value of 

the system drops down. This is called Cold Start Problem. 

Various solutions to this ‘cold start problem’ have been 

proposed in the literature. However, many real-life E-

commerce applications suffer from an aggravated, recurring 

version of cold-start even for known users or items, since 

many users visit the website rarely, change their interests over 

time.  

The cold start problem is one of the major drawbacks for the 
recommender system and can prove costly for its success if 

proper steps are not taken. We solve this by proposing 

variations in adaptive clustering methods that will be used in 

the pre-processing stage to generate data only for lowly ranked 

items so that they can compete with the highly ranked items. 

So by using adaptive clustering technique we separate highly 

rated and lowly rated datasets, in addition to this we extract 

the medium rated data items from previous highly rated and 

lowly rated data items by using k-means algorithm. So that we 

can avoid the cold start problem to some more extent. 

Keywords- Recomender Systems;coldstart problem;highly 

ranked items ; medium ranked items;lowly ranked items. 

I. INTRODUCTION 
A. Recommender systems: Recommender systems [1, 3, 4, 6, 

10, and 13] are the systems that recommend items to the users 

based on their tastes and interest. With the expansion of data 

on the web and a variety of products available in the E-

Commerce sector, the recommender systems come to the aid 

the users. Some of the websites that use recommender systems 

are Amazon.com and Ebay.com for product sales, Google and 

Yahoo! for advertisements, IMDB.com and MovieLens.com 

for movie recommendations and so on.  

Recommender systems have become an important research 
area since the appearance of collaborative filtering in the 

mid1990s. The interest in this area still remains high because 

it constitutes a problem rich research area and because of the 

plethora of practical applications that help the users to deal 

with vast information and provide personalized 

recommendations.  

The Recommender systems have been aggressively 

incorporated as a core part to most online shops. They help 

users who are going through numerous items like movies or 

music presented in online shops by quickly capturing each 

user’s preference on items and suggesting a set of personalized 

items that he/she is likely to prefer. The recommendations are 
predicted based on the features of the neighborhood of the 

active target user. To determine the similarity between the 

items/users, there are many similarity functions exists and 

Pearson Correlation Coefficient is most commonly used 

similarity  metric. 

B.Cold start problem: The cold start problem [2,3,7,8, and 16] 

is one of the major drawbacks for the recommender system 

and can prove costly for its success if proper steps are not 

taken. When a new user enters the system and does not find 

recommendations that are not convincing him, the user may 

not reuse the system and market value of the system drops 
down. Some alternatives need to be framed out to handle the 

new customers and keep the performance levels high. 

Similarly, for a new item introduced in the system, if it does 

not get make it to the recommendations of users the suppliers 

will lose trust on the system and will not incorporate it in their 

businesses. For a new item or items with less data, they will 

never fall in the top-K recommendations to the user even if 

they are desired in the recommendations and hence their rating 

count from the user would never improve. This is called cold 

start problem. 

The cold start problem for items is popularly known as the 

long tail problem as the items in the item list can be classified 
into two portions called head and tail. The head bears the 

items with large number of ratings from the user while the tail 

bears the remaining items with insufficient ratings. By the 

study of real life datasets it has been learnt that the number of 

items in the tail are far greater than the items in the head and 

hence the name long tail problem is popular. 

Collaborative filtering: Collaborative filtering [1, 2, 3, 6, 8, 

11 and 14] exploits the ratings on items given by other users 

whose preferences are similar to a target user, is one of the 

most successful and widely-used methods to learn the 

connection between users and items. Collaborative Filtering 
systems are information retrieval systems that operate under 

the assumption a user will like the same data items that other 

users have liked in the past. These systems are particularly 

popular and have been applied in many online shopping 

websites. Collaborative filtering algorithms mainly aggregate 
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feedback for items from different users and use the similarities 

between items and items or between users and users to provide 

recommendation to a target user. 

Collaborative filtering can be categorized into two techniques: 

neighborhood models and latent factor models. Neighborhood 

models find k most similar users i.e., nearest neighbors, to a 
target user and make a prediction of a target user on an item 

based on the rating patterns of those neighbors on the item. 

Neighborhood models are sub-categorized into user-based 

models and item-based models. On the other hand, latent 

factor models learn hidden from observed ratings by using 

factorization techniques. Collaborative Filtering is one of the 

methods widely used in recommender systems using two 

different techniques, memory-based and model-based. The 

memory-based depends on the entire rating which exists in the 

user-item matrix for forming neighbors of the active user to 

generate recommendation tailored to his/her preferences. In 

contrast, the model-based methods learn the models of 
recommendations from the entire ratings to generate the 

recommendation for the target user. 

II. RELATED WORK 

A. Problem Definition:  

To solve the cold start problem by proposing variations in 

adaptive clustering methods that will be used in the pre-

processing stage to generate data only for lowly ranked items 

so that they can compete with the highly ranked items 

.  To develop a predictor based on incremental learning 
algorithm based on LEARN++ that meet the needs of the 

adaptively clustered datasets. 

  In addition to this we extract medium rated data items from 
above data items, so that we can reduce cold start problem to 

more extent.  

B. Objectives of the Problem : 

  Objective 1: To separate medium rated items from highly 
rated and lowly rated items by using k-means algorithm.  

 Objective 2: To reduce cold start problem in medium rated 
items also so that they can also be competed with highly rated 

items. 

C.Algorithm: 

 

 

III. EXPERIMNTAL EVALUATION 

A.Dataset 

Electronic items data set from kaggle Website 

 https://www.kaggle.com/datafiniti/consumer-reviews-of-

amazon-products 

 

B.Result Analysis 

In order to solve the cold start problem in items, various 

adaptive clustering improvements were proposed and tested 

for performance. Two improvements are suggested to improve 

the adaptive clustering process i.e. Adaptive clustering with 
Pearson’s similarity and Adaptive clustering with Slope One 

predictor. Each of these methods tries to improve the existing 

clustering process and reduce the error rates in the lowly 

ranked items. 

An incremental learning algorithm also has been proposed to 

suit the needs of adaptive clustering. Using this algorithm, the 

weight age of adaptively clustered data can be reduced over 

time and the system can make a smooth transition from pre-

processed data towards the true data that is provided by the 

customers. A study of the improvement of error performance 

of the proposed methods has been done and tabulated as 
shown below. 

 

A. \ Graphical Analysis: 

 

 

https://www.kaggle.com/datafiniti/consumer-reviews-of-amazon-products
https://www.kaggle.com/datafiniti/consumer-reviews-of-amazon-products
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Fig-b.  Graphical Comparison 

 

IV. CONCLUSION 
In order to solve the cold start problem, improvements have 

been suggested for the adaptive clustering process that shows 

considerable improvement in the error rates of the lowly 

ranked items. An incremental learning predicator is also 

proposed that learns from time to time and incorporates the 

learning of new information. The study of adaptive clustering 

is limited to the selection of α.So that we have generated 

medium rating items from lowly rated and highly rated items 

by using K-means clustering algorithm. So that we can 

generate data only for medium rated items so that we can 

avoid cold start problem to some more extent. The future work 
could involve work on dynamic change of α for appropriate 

clustering of  data arriving from data streams. 
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