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Abstract—Load balancing permits the organizations to 

handle the workloads or tasks demands by allocating the 

resources amongst multiple computers, servers or networks in 

a cloud computing environment. Anytime an Enterprise 

moving to the cloud greatly facilitates the deployment of 

applications across multiple geographically distributed data-

centers. In such cases load balancing in cloud computing 

environment has become a very challenging and important 

research area. In this paper, we focus on cloud data center 

approaches and load balancing policies in cloud computing 

and we propose net priority scheduling for optimal task 

scheduling for virtual machine load balancing. 

Keywords—load balancing; virtualization; data center; 

scheduling. 

I. INTRODUCTION 

Load Balancing is one of the key aspects of cloud 

computing environment. The load can be a memory, CPU 

capacity, network or delay load. Load balancing is a process of 

distributing loads from heavily loaded nodes to lightly loaded 

nodes thereby the workload can be shared among different 

nodes of distributed system. It helps to improve the resource 

utilization and for enhanced performance of the system. 

Consequently we can avoid the situation where nodes are either 

heavily loaded or under loaded in the network. Efficient load 

balancing scheme ensures efficient resource utilization by 

provisioning the resources to cloud user’s on a demand driven 

basis and task scheduling in distributed environment. Load 

Balancing may even support prioritizing users by applying 

appropriate scheduling criteria.  Cloud Computing utilizes the 

virtualization technology for dynamic supply of virtual 

computing and storage resources based on varying needs of the 

users.  The key benefits of cloud computing include virtualized 

resources, hiding and abstraction of complexity and efficient 

use of distributed resources. The effective asset provisioning 

and booking of assets as well as tasks will guarantee that the 

resources are exceptionally available on demand; the assets are 

adequately used under any high/low load; vitality is saved 

when the usage of cloud assets is beneath certain limit; lessen 

expense of utilizing assets. The examples of the Cloud 

computing platform include Google App Engine [1], IBM blue 

Cloud [2], Microsoft Azure [3].  

 

Load Balancing provides an efficient solution to 

various issues residing in the environment set-up and usage of 

cloud computing. Simulation set up is required to measure the 

efficiency and effectiveness of load balancing algorithms. 

CloudSim is one of the efficient tools that can be used for 

modeling of cloud [4]. CloudSim allows virtual machines to be 

managed by hosts which in turn are managed by data centers. 

CloudSim architecture consists of four entities: Data centers, 

Hosts, Virtual machines, Application as well as System 

Software. These entities allow the user to set up a cloud 

computing environment and measure the efficiency of the Load 

Balancing algorithms. Datacenters provides infrastructure level 

service to Cloud consumers. Host in the cloud are the physical 

servers which have pre-configured processing capabilities. It 

provides Software level services to the cloud consumers. 

Virtual machines allow development as well as deployment of 

custom application service models and are mapped to a host 

which matches their critical characteristics like storage, 

memory, processing, and software and availability 

requirements. Similar instance of virtual machine are mapped 

to same instance of host based upon availability. The system 

and application software’s are executed on virtual machine on-

demand. 

 

The paper is organized as follows. Section II provides 

essential foundations which cover cloud data center with 

virtualization technology and resource utilization by efficient 

load balancing scheme.  Section III discusses related work and 

describes the usage and functionalities of existing load 

balancing algorithms and policies. Simulation is carried out for 

scheduling the tasks and the implementation is done in Section 

IV and Section V concludes the paper. 
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II. VIRTUALIZATION 

  Cloud data center can be a distributed network which 

consists of distributed components such as processing, storage, 

servers and resources. Each resource has its own properties 

such as CPU, memory, network bandwidth and so on. In 

traditional approach of data center, the applications are tied to 

specific servers and storage sub systems that are often over-

provisioned to deal with workload surges and unexpected 

failures, which are expensive to maintain with wasted energy 

and floor space, low resource utilization and significant 

management overheads [5].  With Virtualization technology, 

cloud data centers become more secure and flexible.  In today’s 

cloud data center, applications are loosely coupled to the 

underlying infrastructure so that the resources can be shared 

among themselves.  

 

Load balancing schemes depending on whether the 

system dynamics are important can be either static or dynamic 

[6]. The cloud provider installs homogeneous resources in 

static environment and heterogeneous resources in dynamic 

environment. The resources are not flexible in static and the 

cloud needs prior knowledge of the nodes, memory, processing 

power and the statistics of user requirements, where as in 

dynamic environment; the resources are flexible and can easily 

adapt to run time changes in load. The cloud computing 

revolutionize the way we interact with the resources via 

Internet [7]. Virtualization is the creation of virtual resources 

and is one of the effective ways to reduce the IT expenses. 

Cloud models used virtualization technology which helps in 

creating a single data centre or high power server to act as 

compound machines. It also depends on the hardware pattern 

of the data center or server in how may virtual machine they 

can be separated. To apply virtualization extra software is 

required [8]. Cloud computing, creates a virtual group of 

resources like networks, storage, processing units and memory 

to carry out the user’s resource requirement and offers on 

demand hardware and software [9]. 

 

III. LOAD BALANCING 

A. Metrics for Load balancing 

 

a) Fault tolerance 

  Fault tolerance is the property that implements a 

system to continue working properly in the result of the 

failure of one or more nodes or components. Fault 

tolerance can be achieved by efficient load balancing 

techniques in the cloud computing environment. Random 

failures could be compensated by load balancing 

algorithms also. 

 

b) Migration time 

 

  Migration time is the total time needed for a process 

to be relocated from one node to another node for 

execution in a cloud computing environment. Migration 

time should be minimized to achieve better performance of 

the cloud system. 

 

c) Response time 

  Response time is the total time taken for getting a 

response once the request is initiated. Response time 

should be minimized for better performance by using load 

balancing techniques. 

 

d) Resource utilization 

  Resource utilization increases the energy efficiency of 

the system. By means of efficient load balancing, optimum 

resource should be utilized. 

 

e) Throughput 

  Throughput is a measure of the total number of tasks 

which has executed within a given span of time. To 

achieve high performance it is needed to have high 

throughput. 

 

f) Scalability 

  Scalability is the capability of an algorithm to perform 

load balancing to persist to function well for any finite 

number of nodes when it is changed in size or volume with 

the purpose of meeting a user need. 

 

g) Single Point of Failure 

  If a node fails, and will stop the entire system from 

working is called single point of failure (SPOF). We need 

to use load balancing schemes wherein there should not be 

any single point of failure. 

 

B. Load Balancing Algorithms  

 

(i) Vector Dot   

          Vector Dot [10] uses the environment having data 

centers with integrated server and storage virtualization. 

It uses dot product to distinguish node based on the 

requirement of items. It also handles hierarchical and 

multidimensional resource constraints and removes 

overloads on server, switch and storage. 

(ii) Compare and Balance 

          Compare and Balance [11] uses Intra-Cloud 

environment. Adaptive live migration of VMs will be 

done based on sampling process and also balances the 

load amongst servers and reaches equilibrium fast.  

(ii) Carton 
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           Carton [12] uses a unifying framework for 

cloud control. It is simple, easy and very low 

computation and communication overhead. Load 

balancing can be performed to minimize the 

associated cost. 

(iii) Scheduling Strategy on LB of VM resources 

            It uses cloud computing environment and by 

Genetic Algorithm, the historical data and current 

state of system will be maintained. It achieves best 

load balancing and reduce dynamic migration [13]. 

(iv) Biased Random Sampling 

           Biased Random Sampling [14] has large scale 

Cloud Systems. It uses random sampling of system 

domain. It also achieves load balancing across all 

system nodes. 

   Load balancing in the cloud needs new framework to 

adapt transformation.  Load balancing plays an important role 

in improving the performance and maintaining stability [15]. 

C. Load Balancing Policies 

  

 The quality of service can be improved by 

maximizing throughput, minimizing the response time and 

sufficient capacity in the data center to offer more resources 

during peak traffic. Here we use three load balancing policies 

across virtual machines in a single data center to distribute the 

load and checks the performance time and cost. 

 

1. Round Robin 

 Round Robin is one of the simplest scheduling 

policies that use the concept of time slices. Here the time is 

divided into multiple slices and each node is given a particular 

time interval to perform its operations. The service provider 

allocates the resources to the user on the basis of time slice 

given. If the time slice given is extremely large then Round 

Robin scheduling policy follows FCFS scheduling. If the time 

quantum is too small then it selects the load on random basis 

and lead to a situation where some nodes are heavily loaded. 

However, there is an additional load on the scheduler to decide 

the size of quantum [16] and it has longer average waiting 

time, high turnaround time and low throughput. 

 

2. Equally Spread Current Execution (ESCE) 

 In Equally Spread Current Execution load balancing 

policy, the load balancer distributes load to all virtual machines 

connected in the data center. Here the tasks are equally spread, 

takes less time, increases throughput. The proper utilization of 

virtual machines results in a load balanced system. Here the 

load balancer sustains an index table of Virtual Machines and 

the number of requests currently assigned to the Virtual 

Machine (VM) [17]. If any request comes from the data center 

to allocate a new VM, the least loaded VM is identified from 

the index table. The data center communicates the requests to 

the allocated VM and revises the index table by increasing the 

allocation count. When the task completes, the load balancer 

revises the index table by decreasing the allocation count; 

however there is an additional computation overhead to scan 

the queue repeatedly. 

 

3. Throttled 

In Throttled load balancing policy, the load balancer 

sustains an index table of virtual machines and their states 

(Busy/Available). The data center receives a new request from 

client/server to find an appropriate virtual machine to perform 

the recommended task. The data centre queries the load 

balancer for allocation of the VM. The load balancer parses 

the index table from top until the first available VM is found 

or the index table is parsed fully. If the VM is found, it sends 

the VM id to the data centre. Further, the data centre 

acknowledges the load balancer of the new allocation and the 

data centre updates the index table accordingly. While 

processing the request of client, if appropriate VM is not 

found, the load balancer returns -1 to the data centre [17]. 

Once the task completes the load balancer de-allocates the 

same VM whose id is already communicated. The throughput 

of the computing model can be estimated as the total number 

of jobs executed within a time span without considering the 

virtual machine allocation time and destruction time. 

  

4. Load balancing Min-Min (LBMM) 

  Load balancing Min-Min (LBMM) [18] is a dynamic 

load balancing algorithm. This method makes use of 

Opportunistic load balancing algorithm wherein it keeps each 

node busy in cloud exclusive of considering the execution 

time of a node thereby causing bottleneck in the system. This 

problem is solved by the LBMM three layer architecture in 

which, the request manager in the first layer receives the task 

and assigns to service manager in the second level. Here the 

requests will be divided into various sub tasks. Service 

manager will be assigning the sub tasks for execution to the 

service node. 

IV. SIMULATION 

  We use cloudsim [19] for the simulation set up and 

the simulation is carried out for FCFS (First Come First Serve) 

scheduling and SJF (Shortest Job First) scheduling. We use 5 

virtual machines (VMs) and 20 cloudlets with a datacenter for 

the experimental setup. Table 1 and table 2 shows FCFS and 

SJF scheduling with 5 virtual machines. 

 

VM Parameters: 512 MB Ram, 1000 Image size, 250 Mips, 

1000 band width, 1 CPU, Xen VMM. 

 

Cloudlet parameters: length 1000, filesize 400, outputsize 400 
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A. FCFS Scheduling 

TABLE I        FIRST COME FIRST SERVE SCHEDULING 

Cloudlet ID 

VM 

ID  Time Start Time Finish Time 

0 0 41.83 0.1 41.93 

1 1 68.55 0.1 68.65 

3 3 82.2 0.1 82.3 

2 2 92.88 0.1 92.98 

4 4 104.79 0.1 104.89 

5 0 93.41 41.93 135.34 

6 1 120.75 68.65 189.39 

7 2 105.41 92.98 198.39 

8 3 134.83 82.3 217.13 

9 4 117.22 104.89 222.11 

10 0 144.99 135.34 280.33 

11 1 133.52 189.39 322.92 

12 2 156.58 198.39 354.97 

13 3 147.71 217.13 364.85 

14 4 167.99 222.11 390.1 

15 0 157.61 280.33 437.94 

16 1 185.73 322.92 508.64 

17 2 169.1 354.97 524.07 

18 3 200.34 364.85 565.18 

19 4 180.42 390.1 570.52 

 

 

 

 
 

Fig. 1. FCFS Scheduling 

B. SJF Scheduling 

TABLE II        SHORTEST JOB FIRST SCHEDULING 

Cloudlet ID 

VM 

ID  Time Start Time Finish Time 

0 0 41.83 0.1 41.93 

1 1 68.55 0.1 68.65 

3 2 79.93 0.1 80.03 

2 4 92.15 0.1 92.25 

5 3 95.31 0.1 95.41 

7 0 106.25 41.93 148.18 

4 1 107.75 68.65 176.4 

9 2 118.15 80.03 198.18 

6 3 121.73 95.41 217.13 

11 4 129.86 92.25 222.11 

8 0 132.14 148.18 280.33 

13 1 146.52 176.4 322.92 

10 2 143.84 198.18 342.02 

12 4 155.35 222.11 377.46 

15 3 160.82 217.13 377.95 

17 0 170.45 280.33 450.78 

14 1 172.73 322.92 495.65 

19 2 181.84 342.02 523.86 

16 3 187.24 377.95 565.19 

18 4 193.27 377.46 570.73 

 

 

 
 

Fig. 2. SJF Scheduling 
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 Fig. 1 and Fig. 2 shows the implementation of FCFS 

and SJF scheduling with start time and finish time for the 

incoming requests to be executed. High priority will be given 

for first incoming task in FCFS scheduling. And in SJF 

scheduling shortest task will be executed first by giving high 

priority.  

 

 

C. Net Priority (NeP) Scheduling 

 

  Let us consider the priority values for FCFS as A0 

and SJF as A1. A0 and A1 will be estimated based on the 

resource properties taken. We will assume A0 as 0.6 and A1 

as 0.4 for calculating the net priority. This is given based on 

an optimality giving importance to the arrival sequence. 

However A0 and A1 are tunable based on the current running 

scenario dashboard estimations and server management 

policies. 

 

A linear combination of A0 and A1 into the net priority 

(NeP) can be calculated as  

 

𝑁𝑒𝑃 = 𝐴0 ∗ 𝐹𝐶𝐹𝑆 + 𝐴1 ∗ 𝑆𝐽𝐹                                 (1) 

Fig. 3 shows the implementation of net priority 

scheduling. 

 

TABLE III       NET PRIORITY SCHEDULING 

Cloudlet ID 

VM 

ID  Time 

Start 

Time Finish Time 

0 0 41.83 0.1 41.93 
1 1 68.55 0.1 68.65 
3 2 81.292 0.1 81.392 
2 3 92.588 0.1 92.688 
4 4 100.998 0.1 101.098 
6 0 98.546 41.93 140.476 
5 1 115.55 68.65 184.194 
8 2 110.506 87.8 198.306 
7 3 129.59 87.544 217.13 

10 4 122.276 99.834 222.11 
9 0 139.85 140.476 280.33 

12 1 138.72 184.194 322.92 
11 2 151.484 198.306 349.79 
13 3 150.766 219.122 369.894 
14 4 165.122 220.118 385.24 
16 0 162.746 280.33 443.076 
15 1 180.53 322.92 503.444 
18 2 174.196 349.79 523.986 
17 3 195.1 370.09 565.184 
19 4 185.56 385.044 570.604 

 

 
 

Fig. 3. NeP Scheduling 
 

 

V. CONCLUSION 

 

  Load Balancing in cloud computing environment 

provides an efficient solution to achieve maximum 

utilization of resources. Virtualization transforms the data 

center into a flexible cloud infrastructure with the 

performance and reliability to run the applications on 

demand. As virtualization adoption increases across IT 

domains, they should deploy virtualization with automation 

across the data center. In this paper we have discussed some 

load balancing algorithms used in cloud computing. The 

performance of the system can be increased with efficient 

load balancing approaches. We used cloudsim tool to 

implement scheduling algorithms like FCFS and SJF. Here 

we propose net priority scheduling for scheduling the tasks. 

When the task scheduling becomes most appropriate and 

optimal all the virtual machines are fully occupied and task 

execution rates remains at maximality. 
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