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The Error in “Error Rate”: Why Error Rates Are
So Needed, Yet So Elusive

ABSTRACT: Establishing error rates is crucial for knowing how well one is performing, determining whether improvement is needed, mea-
suring whether interventions are effective, as well as for providing transparency. However, the flurry of activities in establishing error rates for
the forensic sciences has largely overlooked some fundamental issues that make error rates a problematic construct and limit the ability to
obtain a meaningful error rate. These include knowing the ground truth, establishing appropriate databases, determining what counts as an error,
characterizing what is an acceptable error rate, ecological validity, and transparency within the adversarial legal system. Without addressing
these practical and theoretical challenges, the very notion of a meaningful error rate is limited.
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Every domain should have error rates, because it is one of the
fundamental metrics that allows to quantify performance.

Why Error Rates Are So Needed

Having established error rates enables to:

Know How Well One is Performing

Without error rates, one has limited insights to how well
they are performing in terms of errors. They may feel they are
doing great, but their actual performance may be poor, or con-
versely, they may feel they are performing poorly, but actually
they may be performing well. Generally, reflecting introspec-
tively about one’s own performance, “meta-cognition,” is prob-
lematic and weak (e.g., [1]). For example, the correlation
between confidence and accuracy is low (e.g., [2]). Hence, peo-
ple can feel very confident, but nevertheless be erroneous, and
the reverse, feel very unconfident but nevertheless be correct
(3).
Such “blind spots” in estimating one’s own performance are

prevalent with humans (4). Forensic examiners are no exception;
they are not immune to the vulnerability of blind spots in evalu-
ating their own performance (5), including when it comes to per-
ception and estimations of errors and error rates (6).
Hence, reliance on internal metrics is generally limited and

can be misleading, and in science it is unacceptable. Proper
external metrics must be used to determine and measure error
rate and performance, but these—at least in science—need to be
observable, quantifiable, and replicable. Furthermore, even exter-
nal metrics can be fundamentally flawed, such as being content

with performance just because the “court accepts it”, which is
far from being scientifically appropriate, nor is it acceptable
from an epistemological perspective.

Determine Whether Improvement is Needed

In order to decide whether any remedial action, intervention,
or changes are needed, one must examine current error perfor-
mance against optimal performance or a target performance level
of errors. Without metrics, one cannot determine whether
improvement is needed, or even possible. Unbeknown optimal
error rates (or the best ones practically achievable) might have
already been reached, and any further attempted improvement
will be futile, a waste of time and money, and just bring about
unnecessary frustration.

Measure Whether Interventions are Effective

When measurements are taken to improve error performance,
error rates allow to examine, assess, and quantify the effective-
ness of these interventions. Without measurements, one cannot
know whether errors have decreased, remained unchanged, or
increased (see above, for requiring proper error rates, and not,
for example, relying on confidence, introspection, or the courts).

Provide Transparency to Users or Consumers

It is hard for a consumer to know how to assess, rely on, and
use the product when an error rate is not known. In the forensic
domain, there are many users and stakeholders (e.g., investiga-
tive, judicial, regulatory and public—See figure 1 in [7]). For
example, without error rates how can the court know how to
consider and weigh the evidence presented (8,9)? Jurors often
rely on their knowledge of forensic science via entertainment
programs on television, such as “CSI” (10,11), or based on the
confidence in which the expert presents their evidence (see
above, as to the flaw of such reliance). Established error rates
are a vital tool for the court, the investigators, and other fact
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finders and users. Without this information, they may be unin-
tentionally misled.
These are all important reasons to establish error rates. Indeed,

the National Academy of Sciences report on forensic science
(12), as well as the President’s Council of Advisors on Science
and Technology report on forensic science (13), the National
Commission on Forensic Science (14), and the National Institute
of Standards and Technology Expert Group report (15), have all
called for the forensic science domains to establish their error
rates, as these were largely unknown.
Since then there has been a flurry of activity in attempts to

establish error rates, from forensic domains, such as firearms
(e.g., [16-20]), fingerprinting (e.g., [21,22]), anthropology (e.g.,
[23,24]), and DNA (e.g., [25-27]), to domains such as duct tape
(e.g., [28]), forensic entomology (e.g., [29]), blood pattern analy-
sis (e.g., [30]), bitemarks (e.g., [31-33]), ear marks (e.g., [34]),
and even printing defects (e.g., [35]); as well as error perception
(e.g., [6])—all important endeavors. However, as can be seen
from these references, most of these efforts have taken place
within the last 10–15 years, predominantly since the publication
of the NAS report in 2009 (12).
However, establishing error rates in forensic science is not as

straightforward as it may seem. There are a myriad of problems
and limitations, some of them specific to forensic science that
includes practical and theoretical challenges.

Why Are Error Rates So Elusive

Knowing the Ground Truth

To establish error rates, one must know the ground truth as a
matter of fact. Expert consensus and past cases, where the courts
have established guilt “beyond reasonable doubt,” are not appro-
priate for determining error rates. Error rates must be based on
testing stimuli for which the ground truth is known and should
be cataloged and maintained in databases. This is paramount,
but hardly existed in the past, although they are now starting to
emerge. These efforts require, for example in fingerprinting, ask-
ing volunteers to submit their fingerprints as reference data, hav-
ing them touch objects and surfaces, and then recording the
latent prints they deposit so a database can be generated with the
ground truth of which test pairs (a questioned and a known
mark) are indeed a match as a matter of fact.
However, creating such ground truth databases is more diffi-

cult in other forensic domains. Consider, for example, a blood-
stain pattern database: It is not feasible to take human subjects
and injure them so as to create ground truth bloodstain patterns
from various impact events—for example, shoot them in order
to create a ground truth gunshot blood spatter. Such limitations
can perhaps be partially overcome by using real cases where the
ground truth is known, or computer simulations. However, each
of these has limitations, which need to be specified when com-
municating the error rate.

Establishing Appropriate Databases

There are numerous theoretical and practical issues with estab-
lishing ground truth databases.
First, the items to be included in the database must also be

examined and approved by human expert examiners—not to
determine the ground truth (which is known), but to determine
what decision conclusion can be justifiably reached. This is
because the mere fact that we know with certainty how a

particular sample was manufactured does not mean that the gen-
erated test sample actually allows for an examiner to arrive at
the ground truth, in which case an inconclusive decision is the
correct conclusion. This could be, for example, due to the qual-
ity of the sample being insufficient or having ambiguity in the
questioned sample. Therefore, samples selected for testing exam-
iner performance must undergo a testing and approval process to
establish the appropriate and correct decision. This, of course,
raises challenging questions about who and how, and what crite-
ria, will be used to determine the correct conclusion.
Second, ground truth databases should include appropriate

“nonmatches,” as the databases for establishing error rates need
to have both matches and nonmatches. The nonmatches need not
only be ground truth nonmatches, but also need to include chal-
lenging and difficult cases, “look alikes” that are nevertheless a
nonmatch. If, for example, in a fingerprint test all nonmatches
involve samples where the fingerprints in question are very dif-
ferent and distinct from the known prints (i.e., there are obvious
discrepancies), then the resulting error rate will be artificially
reduced, as there are no challenging cases in the database. With
firearms and fingerprinting, this can be achieved by obtaining
similar nonmatches though computerized software of existing
individual characteristic databases, such as the National Inte-
grated Ballistic Information Network (NIBIN) or Automated
Fingerprint Identification Systems (AFIS), which examine a huge
number of marks and provide look alike similar patterns. How-
ever, getting such challenging nonmatches is considerably more
difficult in other forensic domains.
Third, there is an issue as to what level of difficulties should

be included in the database. This does not only pertain to non-
matches (see above), but even the matches can be easier or more
difficult. For example, a ground truth firearms evidence match
that has high quality and quantity of information will be an
easier match to declare than a firearms evidence with less infor-
mation, distortions, noise, and other artifacts. Furthermore, the
pair of patterned items (e.g., the known breech face pattern cre-
ated from the test fire in the laboratory and the unknown breech
face pattern from the crime scene) can include, or not, varying
distinctive and informative features, making it easier or more dif-
ficult to declare a match.
Levels of difficulty in making a determination influence error

rates, and the distribution of difficulties needs to represent cor-
rectly that which exists in real casework. If the database includes
matches and nonmatches that are too easy, then the error rates
established will be artificially and incorrectly low (see above).
However, if the database includes too many difficult and chal-
lenging cases, then the error rates established will be artificially
and incorrectly high. The databases and any testing (e.g., profi-
ciency testing) need to be a representative sample of the popula-
tion of real casework (36). This means that one must first
determine the distribution of difficulties in the real world of
forensic work, and the database must mimic and be representa-
tive of those difficulties. This is not only a task that requires
serious effort, but also has theoretical challenges, such as how to
quantify difficulty (i.e., prior to starting practical work in con-
structing the databases, assessing the difficulty in real casework
and then assessing the level of difficulty for each test items to
be included in the database).
The correct distribution of cases does not only pertain to the

level of difficulty (i.e., how hard it is to make the decision, for
both a “match” and a “nonmatch”), but also to the source of the
difficulty (e.g., quantity and quality of information, distinctive-
ness, noise, distortions, etc.).
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Fourth, there is the question of how to distribute other param-
eters in the database beyond the level of difficulty (see above).
For example, in fingerprinting, shall the database sets contain
latent prints equally from all 10 fingers, or more from the fingers
that are actually used more and are likely to be found in real
cases, that is, the Pollex, and the Digiti Me’dius and Secundus
Manus (Thumb, Middle and Index fingers) and less of the Digi-
tus Mi’nimus Ma’nus (the pinky)?
On the one hand, the database should reflect, be a sample of,

the fingerprints in real case work, and hence should not have an
equal number of latent prints from each finger (and, similarly, in
firearms, for example, the database should include breech faces
from calibers and guns as a representative sample of the popula-
tions of those in casework).
But, on the other hand, how far shall the databases go with

this approach? For example, with fingerprints, shall it contain
many more prints from the right hand (given that most people
are right handed, so only about 10% of the database samples
will be of fingers from the left hand)? And, to push this further,
given that most cases in crime involve men, shall the databases
mostly include men? Shall the database also reflect the distribu-
tion from casework of different age groups? Races? Etc. --Not a
simple matter.
The issues raised in this paper apply in one way or the other

to all forensic domains. For example, DNA cases also involve
many factors to consider. Not only are there simple cases (i.e.,
single source samples for comparison) and difficult cases (e.g.,
DNA mixtures), but there are increasing levels of difficulty even
within mixture DNA cases. For example, a four-person mixture
is very different than a two-person mixture, and even a two-per-
son mixture in equal proportions from both contributors is differ-
ent than a two-person mixture that has a major contributor and a
minor contributor; there can also be allelic dropout, stutter, etc.
The multiple factors involved in DNA, as well as other foren-

sic domains, each adds complexity and difficulty to the analysis,
which impacts the error rate, and requires that we overcome the-
oretical and practical issues in constructing databases to deter-
mine error rates. Theoretically, one must figure out all the
factors that characterize cases and their difficulty, and how these
can be measured and quantified. Then, one needs to practically
determine the distribution of these factors in real casework, so as
to construct a database that mimics the real world (and also to
determine which factors should mimic the real world—age, race,
sex, etc.—see above). Complex issues underpin the very notion
of error rates.
Fifth, another monumental challenge in creating ground truth

databases for establishing error rates is that even if we know the
ground truth, as we created the database, it does not mean that
there is only one possible cause or source. For example, for a
bloodstain pattern database, we might aim to create a bloodstain
pattern using a gun shot from a specific angle. However, it may
be impossible to know whether that same blood pattern could
not also be caused by a different angle, or maybe even a differ-
ent weapon altogether. Hence, even if we know the ground truth,
there may be more than one set of circumstances that could cre-
ate this pattern, and thus more than one possible answer. Simi-
larly, different fingers can create the same latent fingermark (that
is not to say that fingerprints are not unique, but latent finger-
marks are only a partial impression of the full fingerprint; hence,
fingerprints may have certain segments that are the same, and
can therefore create the same latent mark).
If there is more than one possible cause for the pattern, (which

is very hard to rule out and exclude), then this raises the issue

of how to determine what is a correct decision versus what is an
error. If during testing for determining an error rate, the exam-
iner reaches the conclusion of what we know to be the ground
truth, it may nevertheless still be an error as the same pattern
can be caused by a different source. Conversely, if the examiner
reaches a conclusion that differs from the ground truth, how can
we count that as an error, if the same pattern can also be cor-
rectly attributed to a different source. If and when we know of
such situations, then perhaps the only correct answer is inconclu-
sive—but then we count a ground truth right answer as an error,
because there are other possible right answers, making inconclu-
sive the only appropriate answer. The major challenge to accu-
rately estimating an error rate is that we may not be aware of
the existence of such situations.
Furthermore, the option to try and address this issue by char-

acterizing such cases as “inconclusives” is problematic in a num-
ber of other ways: how can we ever determine that no other
source or event can produce the same pattern or mark? Even if
we do find a way to determine that, then do we simply not
include inconclusives in the databases? And, if we include
inconclusives, what do we do with them in terms of counting an
error rate? This leads to the next issue of what counts as an
error.

Determining What Counts as an Error

Very simply put, an error is when an incorrect decision is
made given the information available. However, there are many
complex issues to address in determining what counts as an error
and the use of the term error (37), which underpins establishing
error rates. To start, are all errors equal? Is a false positive (an
erroneous identification) not a more serious error than a false
inconclusive (a decision that the examination is inconclusive,
cannot decide, while there is clear information to make a deci-
sion)? That is not a simple issue and must be addressed for
determining error rates. Clearly, deciding not to decide is a deci-
sion—there are cases where such a decision is correct, and there
are cases when such a decision is erroneous (38).
One can claim that erroneous inconclusives should not to be

included in calculating error rates, as error rates will be used in
court to assess identification decisions, and therefore, error rates
should only be based on false positives. Furthermore, the conse-
quences of a false identification (potentially sending an innocent
person to jail) are considered by many as the most serious error,
and therefore is the type of error to be used in calculating error
rates. However, there are also potentially serious consequences
for a false inconclusive (letting a guilty person go free, or not
excluding an innocent person). Furthermore, if flawed inconclu-
sive decisions are not considered as errors, or of a lesser error,
then examiners can artificially and incorrectly reduce the error
rate estimates by resorting to inconclusive decisions more often
than they do in real cases.
A potential solution is to avoid this quandary by not including

inconclusive decisions in the databases. However, this undermi-
nes the databases as reflecting the real world of forensic case-
work, as well as the ecological validly of error rates (see below).
To make the issue of determining what counts as an error

even more complex, even though the ground truth is known in
the databases for determining error rates, that does not mean that
an identification decision is correct even when it is a “match”:
The information available may make an inconclusive decision
the correct decision, and a match decision incorrect, even if the
questioned and the known samples do actually come from the
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same source (38). Recall our earlier example, that two unique
fingerprints can deposit the same partial latent mark, hence the
mere fact that we know with certainty how a particular sample
was manufactured, does not mean that the deposited latent mark
allows for an examiner to justifiably arrive at the ground truth
conclusion of a match.

Characterizing What is an Acceptable Error Rate

Even if we overcome all these difficulties and establish an
error rate, then what is an acceptable error rate? Zero error rates,
claimed in the past in forensic science (e.g., [39]) are not only
unrealistic and a misrepresentation of the science, but can cause
harm to individual examiners and to the field as a whole (this is
not only true in forensic science, but in other domains, see, e.g.,
[40]).
We can use an error rate measure to assess progress and

improvements, but what is an acceptable error rate is not a sim-
ple matter. There are inconsistencies across industries. For
instance, in some industries, such as healthcare, higher error
rates—even resulting in death—are more acceptable relative to
other industries, such as aviation, where even the lowest errors
resulting in death are deemed unacceptable. Even within indus-
tries, there can be inconsistency; for example, one laboratory
may be content with a certain error rate while another laboratory
may feel that same error rate is unacceptable. In forensic science,
there are no standards as to what constitutes an acceptable error
rate.
One can try to avoid this issue, by letting the courts decide

how to conceptualize and deal with error rates. However, if we
undertake the monumental task of establishing error rates, then
we need to make it useful. How do we expect the jurors to
understand and use an error rate? Providing a number, X, as the
error rate, needs to be accompanied by guidelines regarding what
it means. If one cannot provide such characterization of the error
rate number, then perhaps the characterization will be relative to
error rates of other forensic laboratories, other examiners, etc.
However, this is limited too, as there are different reasons that
error rates may vary.
Providing “an error rate” for a forensic domain may be mis-

leading because it is a function of numerous parameters and
depends on a variety of factors. An error rate varies by difficulty
of the decision (see the discussion about DNA difficulties,
above). Error rates are going to be higher for difficult cases, but
lower for easier cases. So, a single “error rate” is misleading,
and therefore, it may be best to provide error rates as a function
of difficulty, which will be helpful, if there is a measure of
difficulty for the case at hand, so the correct error rate can be
attributed.
An error rate will also vary across individuals. Some experts

have higher error rates, and others, lower error rates. This can be
a function of training background (not only the quantity and
quality of the training, per se, but also different schools of
thought and strategies, some more conservative than others,
etc.), as well as cognitive aptitude, motivation, ideology, experi-
ence, etc. Therefore, error rates may give insights into forensic
domains in general, however, may say very little about a specific
examiner’s decision in a particular case (41).
Hence, an average error rate for an average expert, in an aver-

age case, may not be informative (may even be misleading) for
evaluating a specific expert examiner, doing a specific case.
However, providing ranges, confidence intervals, standard devia-
tions, and other information about “the error rate,” as well as

comparative error rates of others, may all be helpful in under-
standing and evaluating a general error rate. Nevertheless, what
is an acceptable error rate is a problematic issue, not only can it
differ across examiners and case difficulty, but also across foren-
sic laboratories, as well as across courts and jurisdictions (what
one court deems as acceptable, may not be acceptable by another
court).

Ecological Validity

Ecological validity is critical for an error rate being accurate,
meaningful, and helpful (or, error rates, if we have them for dif-
ferent difficulties, different types of decisions, etc.). In addition
to having the correct distribution of types of samples in the data-
bases, etc. (discussed earlier), there are a number of other critical
issues as per ecological validity. If we want the error rates to
reflect real casework, then their establishment must mirror real
casework conditions. This means, first and foremost, that exam-
iners should not know they are being tested, and must think they
are conducting real casework (7,42,43). It has been well estab-
lished that when people know they are being tested, and even
more so, measuring errors in their decisions, their performance
is going to be different (e.g., [44,45]; see also the Hawthorne
effect).
Similarly, all other conditions need to be as they are in real

case work, from knowing contextual irrelevant information (46),
to workload and stress (47). Of course, this poses not only prac-
tical challenges, but also theoretical issues, because examiners
work on a variety of different cases and circumstances, across
different forensic laboratories.
Another issue to consider is that in almost all forensic

domains, decisions are verified or reviewed one way or the
other. Therefore, if an examiner makes an error it can be cor-
rected prior to the case report being finalized. An ecological
valid error rate therefore needs to go through these processes
as well. However, here too forensic laboratories vary widely in
what decisions are verified (some only verify identifications,
whereas others verify all decisions) and how they verify (e.g.,
some do blind verifications, whereas others do not).
Regardless of how verification is carried out and under

what circumstances, of particular interest is how often exam-
iners disagree when they examine the exact same case. This
pertains to between (inter) examiner differences when different
examiners reach different conclusions, and also to within (in-
tra) examiner differences whereby the same examiner exami-
nes the same case at two different times (48). For example, in
fingerprinting, 10% of the time the same examiner will reach
different conclusions when examining the same pair of finger-
prints (21).
Data should be collected routinely on disagreements between

examiners. Unfortunately, these opportunities to collect valuable
data are missed when disagreements are being resolved without
proper documentation. These data are important for establishing
error rates, because if verifiers catch errors, then this needs to be
accounted for in calculating error rates (i.e., not to include errors
that will be fixed during verifications). Conversely, if verifiers
most always verify the conclusions (even when an error is
made), then there is less need to take the verification into
account when calculating error rates.
It is important to have forensic examiners involved in con-

ducting error rate studies, but it is also important to remember
that they are the object of examination, which leads to a clear
conflict of interest and biases. Their involvement is paramount
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and necessary—error rate studies cannot be conducted without
their involvement—but it raises concerns anytime one measures
their own performance, especially about processes that they have
been doing for a long time and in which they are heavily
invested.

Transparency Within the Adversarial Legal System

As mentioned earlier, error rates are critical metrics for foren-
sic laboratories to assess and improve performance, and to pro-
vide transparency. However, these efforts are easily stifled by
the adversarial legal system. Forensic laboratories need to really
engage in checking their performance, carry out real quality
assurance, look for issues and establish error rates, all in an open
and transparent manner—efforts that need to be encouraged and
commended. In reality, however, in an adversarial legal system,
such undertakings will be used in court to undermine and attack
the work of the forensic examiner and the forensic laboratory
itself.
This is the nature of the adversarial legal system. Interestingly,

the requirement for having error rates actually came from the
courts in 1993, in Daubert v. Merrill Dow Pharmaceuticals,
long before the NAS 2009 report (12). In this case, the US
Supreme Court ruled that when considering admissibility in
court, the potential or known error rate of the scientific tech-
nique in question should be established (Daubert [49]). How can
we demand, or even expect, laboratories to carry out such work
and be transparent about it, if these will be used against them?
In theory, we can consider establishing two different types of

error rates: one, a “summative” error rate, and another, an “infor-
mative” error rate. The summative error rate will reflect the error
rate so as to serve legal purposes. The informative error rate will
be established for quality assurance and improvement purposes.
The former will focus on whether a discipline is sufficiently
established to present evidence in court (e.g., Daubert hearings),
as well as to help evaluate the error rate of a specific examiner,
in a specific case, deliberated before the court (thus, e.g., taking
into account the difficulty of the case, the examiner’s experience,
etc.). The latter, the informative error rate, will be established
for developing interventions and improvement monitoring. And
hence this error rate will be calculated differently (e.g., not take
into account the errors detected and corrected during verifica-
tion). Of course, some parameters will be used by both types of
error rates, and there are some theoretical and practical issues
with the distinction between these two proposed error rates.
However, there is a basic problem and tension between the dif-
ferent aspects and purposes of having an error rate (e.g., quality
control, transparency, and legal) that need to be addressed.

Summary and Conclusion

I have outlined many of the difficulties, challenges, obstacles,
and inherent limitations in determining error rates in forensic
science. Nevertheless, in doing so, I do not wish to undermine
or repress these gallant efforts. But, to move forward we need to
understand the complexity in determining and providing error
rates, and the inherent limitations of the very notion of error
rates.
The need to properly establish error rates in forensic science

is clear. But, given the time and effort it requires, as well as
the inherent limitations of the very notion of error rates, is it
worth it? And, how does it compare (or complement) other
measures of performance (e.g., effective proficiency testing,

quality assurance checks such as dip sampling and blind verifi-
cation, accreditation, and ongoing training and development).
Regardless, it is nevertheless a very worthwhile endeavor,
because the benefits of establishing error rates go beyond error
rates per se.
Establishing (or even the attempt at trying to establish) error

rates involves examination of various issues, which, by itself,
will benefit forensic science. This is exactly what happened with
the issue of bias: As part of the effort to minimize bias, discus-
sions emerged to determine what is ir/relevant contextual infor-
mation for doing forensic work (e.g., [50]). Determining what is
ir/relevant for forensic work was important and benefited foren-
sic science beyond the issue of bias, per se. Similarly, the efforts
in establishing error rates will benefit forensic science. For
example, considering and examining how different training,
experience, and aptitude of examiners, as well as difficulty and
types of decisions, impact performance, are not only relevant to
error rates. If these are going to be researched as part of the
effort to try and establish error rates, then that will surely bring
benefit to forensic science.
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