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Abstract- In the modern computer era, there are abundance 
of data available in every organization. From the available 
data, valuable hidden information can be extracted by the 
process called data mining. The field of data mining has 
emerged as a prominent area in the last two decades and even 
though fruitful information can be extracted from the data, the 
possibility that leakage of sensible private information of the 
individuals is a threat. Also there are laws enacted against 
compromising information leakage about individual .Recently 
the databases are not in a central location and mostly 
distributed even geographically. Every organization is 
interested to know the outcome of mining but reluctant to 
share the data freely. Hence preserving privacy in distributed 
data mining is of significance and lot of techniques have been 
evolved .This paper presents an extensive survey on the recent 
research works in privacy preservation of distributed data 
mining, the challenges, the limitations and upcoming trends.           
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I.  INTRODUCTION 

 With the advent of computer and internet large 
amount of data are available with every organization. Though 
maintaining large amount of data is a cumbersome one, most 
of the entities have data warehouses. Data mining is a process 
which is used to discover useful hidden patterns, trends, 
correlation and prediction from large amount of data available 
in a data warehouse model and used for the progress of the 
organization [2][6]. Different techniques are used to explore 
different tasks. Association rule mining, cluster analysis, 
classification and regression etc. are some of the data mining 
techniques. 

With the increase in competition in businesses, it has also 
become essential to know how the competitors are performing. 
The primary concern in such a scenario is that each of the 
competitors does not want to disclose their individual data. 
Hence, privacy preservation is an important concern wherein 
collaborative distributed data mining needs to be undertaken 

[33]. Privacy preservation in distributed data mining 
(PPDDM) is a significant secure multiparty computation 
(SMC) problem among other SMC problems [34–36]. SMC 
helps in knowing how the competitors are performing without 
compromising on either party’s privacy. The issue of SMC is 
such that only the data mining results of each of the sites that 
satisfy a certain function are known in the cumulative data. 
The confidential data of the collaborating parties remains 
private.  

 

II.DISTRIBUTED DATA MINING 

 Data mining techniques were earlier applied in 
centralized data servers. Now the data servers are spread over 
at different locations and are belonging to different entities 
and distributed mining is to be done. Existing Algorithms and 
techniques were refined to adopt distributed data mining to 
fetch the desired results efficiently. Data could be distributed 
and partitioned as follows: [4] [14] [22] 

 

Figure 1. Types of Partitioning 

 

Vertical partitioning 

This type of partition divides the table vertically, which 
means that the structure of the main table changes in the new 
ones. An ideal scenario for this type of partition is when all the 
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information about the customer in the query is not needed. If 
only need few details from the current year, the database could 
split it into two databases, one would hold customer 
information and current purchases, and the other would hold 
data about purchases from previous years.  

 

Figure 2:  Example of Vertical Partitioning 

 

Horizontal partitioning  

In this partitioning the database is partitioned as rows. For 
example, if there is a large database of customers, that could 
be divided into four new tables: When partitioning the data, 
need to assess the number of rows in the new tables, so each 
table has the same number of customers and will grow by a 
similar number of new customers in the future. This might 
also partition the dataset based on the recent customers, for 
example, the clients that are not being active at your store are 
stored in one DB. In addition, the active customer database 
might be split into more tables, to get the results faster. 

The structure of the original table stays the same in the 
new tables, i.e., we have the same number of columns. See 
Figure 3 for visual representation of the partition. 

 
Figure 3:  Example of Horizontal Partitioning 

 

Hybrid Partitioning 

This division combines vertical and horizontal partitioning. 
If there is a large dataset where you keep different types of 
data, that could horizontally partition the customer 
information and vertically divide the database into string 
values based on the criteria in a SQL DB, and pictures could 
be stored in Blob storage. See Figure 4 for visual 
representation of the partition. 

 

Figure 4:  Example of Hybrid Partitioning 
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III. PRIVACY PRESERVING DISTRIBUTED DATA 
MINING (PPDDM) 

 In distributed data sets, even though the parties show 
interest in extracting useful mining results for them but 
hesitant to reveal the data due to risk of exposing the privacy 
to others.  

Privacy Preservation in distributed data mining literally 
means processing of data using algorithms even without 
visualizing it and the data of the parties to remain private even 
after mining [26].Also to ensure confidentiality of data 
without compromising on data mining techniques[26]. 

PPDDM involves either trusted third party (TTP) [11] or 
Secure Multiparty computation (SMC) [10] [16] [29][30]. The 
parties involved in distributed data mining are classified into 
three categories. They are 

1. Honest party 

2. Semi honest party 

3. Corrupted or malicious party 

Honest party is one who genuinely shares the required data 
and not involving in unethical activity during the process. 
Semi honest party is one who follows the protocol and having 
intention to know about other party’s information 
[31].Corrupted or malicious party is one who not follows the 
protocol or doing unethical activity during the process 
[31].The PPDDM has to take care of honest parties from 
getting the desired results even if the corrupted party foul play 
during the process and has to assume the presence of at least 
the semi honest parties. Also assume that intruders presence 
due to usage of network between the parties. 

 

IV.CRYPTOGRAPHY IN PPDDM 

Cryptography is a technique used for data security which 
hides the raw information such that others could not 
understand using encryption and may be decrypted by the 
intended party to know the information. It may use public key 
and private key for encryption or decryption [3].In PPDDM 
cryptographic methods are employed to prevent the intruder 
from knowing the information shared in the network 
connecting the parties and to prevent parties involved in 
mining from knowing the other party’s data [3][7]. 

 

Figure 5.Generic PPDDM Structure 

 

There are different kinds of cryptography protocols 
available .Though it prevents leakage of private information, 
hard to use where large data bases and many parties involved 
[18]. The generic model of PPDDM is shown in Figure 2. [4] 
[22] 

 

V.  Comparison of different Approached on PPDDM 

a. Clustering Approach 

 Ahmed M. Elmisery et al [1] proposed a novel 
clustering approach over vertically partitioned data of different 
healthcare datasets for privacy preservation secure 
computation uses homomorphic encryption .This protocol 
protects from collusion attacks but time and communication 
complexity is high for large datasets.  

Jinfei Liu et al [13] proposed a density based clustering 
algorithm DBSCAN clustering for horizontally, vertically and 
arbitrarily partitioned data. Privacy preserving was achieved 
by using multiplication protocol which enables the parties 
cooperate to obtain the clustering results without revealing the 
data at the individual parties. Time and communication is 
effective in this work.  

Privacy preserving distributed K-means clustering was 
proposed by Sankita Patel et al [27].Shamir’s secret sharing 
scheme was used over horizontal partitioned data. Better 
communication complexity was observed than using 
homomorphic encryption protocol and suitable for large 
datasets. 

Zhenmin Lin [32] designed an efficient privacy preserving 
protocol using Expectation Maximization (EM) clustering 
over arbitrarily partitioned datasets. The two-party privacy 
preserving EM clustering protocol [5] disclosed only the 
number of iterations and the computation cost was high. 

Meera Treesa Mathews et al [20] proposed Apriori 
algorithm for mining frequent item sets and Extended 
distributed Rk-secure sum protocol for privacy preserving. In 
this protocol all parties are arranged in Bus network and hence 
could not know the data of other parties. Even the number of 
parties increased the number of rounds remain the same and 
therefore computation and communication complexity are 
low. 

 The model proposed by N V Muthu Lakshmi et al 
[19] involves a sign based secure sum cryptographic technique 
for finding the global association mining over horizontally 
partitioned data using trusted party who prepares the merged 
list. In this model each site calculates the partial as well as the 
total support for all the item sets of the merged list provided 
by the trusted party. Using the sign based [23] cryptographic 
technique and global frequent item sets were generated by the 
trusted and informed to all sites. The communication 
complexity is low. 

 Jyotirmayee Rautaray et al [17] in their paper 
suggested an approach which is a combination of FP Tree 
algorithm and hybrid secure sum protocol over horizontally 
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partitioned data.FP Tree algorithm is a top down approach has 
two parts namely FP Tree building and mining the FP Tree. In 
the hybrid secure sum protocol each party fragment the data 
into number of segments (less than 3) and assign their own 
random number. In [15] they proposed a method which 
involves Data Encryption Standards (DES). 

 Ehsan Molaei et al [9] suggested a method using 
Distributed algorithm for privacy preserving data mining 
based on ID3 and improved secure sum.In ID3distributed 
algorithm [8], instead of gathering data on a server, will 
calculate parameters like gain, entropy etc. by getting help 
from local data servers. 

Author Algorithm/ 
Approach 

Partitioning No. 
of 
sites 

SMC/Secured 
Trusted Third 
party 

Advantages/ 
Limitations 

N V Muthu 
lakshmi et al  
2012 

Association 
Rule 

Horizontal >2 Trusted Third 
party/Sign based 
secure sum 
cryptography 

Communication 
cost is low 

Jinfei Liu et al 
2013 

DBSCAN Horizontal 

Vertical 

Arbitrary 

>=2 Yao’s 
Millionaires’ 
problem 
protocol and 
Multiplication 
protocol 

Communication 
cost is low 

Jyotirmayee 
Rautaray et al 
2013 

FP Tree 
Rule 

Horizontal >2 Hybrid secure 
sum protocol 

Efficient 
communication 
cost 

Jyotirmayee 
Rautaray et al 
2013 

FP Tree 
Rule 

Horizontal >2 SMC Data 
Encryption 
Standards(DES) 

Communication 
cost is low 

Jyotirmayee 
Rautaray et al 
2013 

 All >2 SMC Modified  
RK secure sum 
protocol 

Communication 
cost is low/zero 
leakage 

Nirali R Nanavati 
et al 2014 

Association 
Rule 

Horizontal >2 No Third 
party/Shamir’s 
secure sum and 
symmetric key 
based scheme 

Better 
communication 
and 
computation 
cost 

Meera Treesa 
Mathews et al 
2014 

Association 
Rule 

Horizontal >2 Extended 
Distributed RK 
secure sum 
protocol 

Efficient 
computation 
and 
communication 
cost 

Ehsan Molaei et 
al  

2014 

ID3 
Distributed 
Algorithm 

Horizontal >2 AES 
cryptography 
and RSA 
asymmetric 
cryptography 

Communication 
cost is 
moderate 

Chirag N Modi et 
al  

2015 

Association 
Rule 

Horizontal >2 Elliptic curve 
cryptography 
and Onion 
Routing 

Communication 
and 
computation 
cost is optimal 
for small data 
sets 

Mayur B Tank et 
al 2015 

Association 
Rule 

Horizontal 5 Coordinator and 
using random 
number/no third 
party 

Limited 
communication 

T Nusrat Jabeen 
et al 2016 

FP Growth 
Algorithm 

 >2 Associative 
third 
party/Elliptical 
curve 
cryptography 

Computation 
and 
communication 
cost are low 

Bhawani Singh 
Rathore et al 
2016 

Association 
Rule 

Horizontal 4 RSA public 
key& 
Homomorphic 
Encryption 

Computation 
and 
communication 
cost are low 

Table 1.Survey of PPDDM 

VI. CONCLUSION AND FUTURE WORK 

An extensive study has been conducted in the Privacy 
Preservation of Distributed Data Mining in this paper. Most of 
the works carried out recently have taken care of the 
efficiency, time and communication complexity in privacy 
preserving in distributed data mining. Some models engaging 
Trusted Third party as intermediary in privacy preservation 
may reduce the computation complexity but in the real world 
scenario not encouraged. Some models where SMC are 
employed the computation complexity is high.    In case of 
association Rule mining much emphasis was made on finding 
positive association rules based on frequent item sets and the 
negative rules have been ignored. We propose to work on both 
positive and negative association rule mining in distributed 
databases in future while considering the weighted 
items/attributes. 
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