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Abstract—. Web mining is a process of online mining primarily in 

which all the web activities including their mining and security at the 

same time. A dataset for different incurring spam has been designed 

to get better accuracy for the work of web mining. The work is 

primarily based on semantic web mining concept along with the 

concept of detecting malicious attack with irrelevant data like spams, 

and other things in mails and social and professional networking 

sites. The work has been centered around providing an optimal 

pattern based on threshold curve and frequency of words in the 

designed dataset. In order to get better classifications Naïve Bayes 

classifier has been applied over the designed dataset .Weka tool has 

been used for analyzing the designed dataset. Performing semantic 

web mining with commuted concept of malwares detection in form of 

Spam etc. is the primary work. The work is based on a dataset which 

has been designed on the basis of spam on the mail. The repeated 

pattern of that has been monitored and detected with accuracy in 

results. 

Keywords— web mining,naïve bayes,cross validation,attributes 

classifications. 

I.  INTRODUCTION 

Semantic web mining is combined technique for two different 

methodologies, semantic web and data mining[1]. Web mining 

is primarily an web approach and needed to be implemented 

using world wide web. The researcher now a days using tools 

like Weka, Rapid miner etc for its implementation over the 

designed dataset as per requirements. The dimension of 

Semantic web mining is very much wide like web mining and 

web mining with security measures because all networking 

sites, mails, use web mining approach to classify the data 

,mails, responses and malwares also.Sementic we b mining 

with threat protection considering different types of threat is 

very sought to be topics for researchers[2] .Different works 

have been delivered in this domain which has been mentioned 

and discussed in the related work segment. The one of the 

dimension of Semantic Web mining is implementing Google 

search algorithms which are very random and frequents in 

approach.[3] The other dimension is to implement artificial 

malware detection, to detect plagiarism in the content using 

content mining. In order to perform all the mentioned 

applications proper pattern analysis should be done in 

designed dataset that will improve the accuracy of the results 

using classification algorithms.[4] 

II. RELATED WORK 

Keerthana. B, Sivashankari.K and Shaistha Tabasum.S (2018) 
developed a system, Detecting Malwares and Search Rank 
Fraud in Google Search using Rabin Karp Algorithm. Here, 
they used Rabin Karp algorithm to detect prototype in strings 
and at the same time, Java offers for the most part of powerful 
API’s like IO functions such as reading, writing as well as 
searching the file, counting the keywords, matching and so on. 
To find plagiarism by compare strings in document in the 
midst of supplementary strings in document via use Rabin 
Karp algorithm. It is used to detect the contented feature in 
Google as well as to facilitate Google’s search algorithm 
meant for improved accuracy [1].  

Iker Burguera and Urko Zurutuza and Simin Nadjm-Tehrani 
(2011) discussed a theory about Crowdroid: Behavior-Based 
Malware Detection System for Android. In this paper, they 
established by investigate the statistics composed in the 
middle server by means of two types of data sets; for test basis 
they produced as of those artificial malware as well as those as 
of real malware originate in the wild. These techniques 
illustrate the probable used for keep away from the scattering 
to identify the malware to a better community. They proposed 
this system to attain as well as evaluate smart phone 
application action [2]. 

Michael Grace, Yajin Zhou, Qiang Zhang, Shihong Zou and 
Xuxian Jiang (2012) developed a system based on 
RiskRanker: Scalable and Accurate Zero-day Android 
Malware Detection.  Our method is aggravated to review 
probable protection threat pretense via these untrusted apps by 
devoid of relying on malware samples as well as their name. 
To analyze the scalable, the authors proposed a programmed 
system known as RiskRanker explicitly, whether a specific 
app shows hazardous activities. The above mentioned outputs 
exhibit the efficiency as well as scalability of RiskRanker 
towards regulates Android markets of the entire stripes [3]. 

Lemon Akoglu, Rishi Chandy and Christos Faloustos (2013) 
discussed a framework about Opinion Fraud Detection in 
Online Reviews by Network Effects. A framework was 
proposed by the authors to detect fraudsters as well as fake 
reviews in online review datasets called FRAUDEAGLE.  The 
proposed system has many advantages which are followed by, 
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(i) it exploits the network effect among reviewers as well as 
products, (ii) for large datasets, it is scalable and at the same 
time among the network size, the run time of our proposed 
system increases linearly, (iii) the unsupervised fashion 
requires no labeled data which was operated by our proposed 
system. Furthermore, the performance of the system is much 
better [10]. 

III. METHODOLOGY 

The Weka tool has been used for the implementation part over 

a dataset mentioning all mail details along with spam and 

important or relevant mail. The concept of web mining is 

justified basically but the work has not been implemented over 

web medium. First we need all the attributes information in 

order to avoid any malicious content which will increase 

complexity. The methods that have been used through the 

revolutionary classifier called naïve Bayes classifier in order 

to get extensive classification. Our work is basically based on 

eliminating spam on the basis of pre built parameter by using 

naïve Bayes classifier. The classifications performed over 

different dimension like cross validation, attribute 

classifications, visualization of classification 

 

IV. EXPERIMENTS RESULTS 

To select a file we use preprocess tab 

 

Figure 1: dataset 

The explanation of dataset is as follows: 

   1.   (a) Determine whether a given email is spam or not. 

         (b) ~7  misclassification error. 

                False positives (marking good mail as spam) are 

very undesirable. 

            If we insist on zero false positives in the 

training/testing set, 

                 20-25  of the spam passed through the filter. 

   

  2. Relevant Information: 

          The "spam" concept is diverse: advertisements for 

products/websites, make money fast schemes, chain letters, 

pornography...   Our collection of spam e-mails came from 

our postmaster and  individuals who had filed spam.  Our 

collection of non-spam  e-mails came from filed work and 

personal e-mails, and hence  the word 'george' and the area 

code '650' are indicators of   non-spam.  These are useful when 

constructing a personalized   spam filter.  One would either 

have to blind such non-spam indicators or get a very wide 

collection of non-spam to generate a general purpose spam 

filter.     

 

3.  Number of Instances: 4601 (1813 Spam = 39.4 ) 

 

4. Attribute Information: 

  The last column of 'spambase.data' denotes whether the e-

mail was considered spam (1) or not (0), i.e. unsolicited 

commercial e-mail.   Most of the attributes indicate whether a 

particular word or character was frequently occuring in the e-

mail.  The run-length attributes (55-57) measure the length of 

sequences of consecutive capital letters.  For the statistical 

measures of each attribute,   see the end of this file.  Here are 

the definitions of the attributes: 

   

 (i) 48 continuous real [0,100] attributes of type 

word_freq_WORD  = percentage of words in the e-mail that 

match WORD, 

i.e. 100 * (number of times the WORD appears in the e-mail) / 

total number of words in e-mail.  

A "word" in this case is any  string of alphanumeric characters 

bounded by non-alphanumeric   characters or end-of-string. 

(ii) 6 continuous real [0,100] attributes of type 

char_freq_CHAR  = percentage of characters in the e-mail that 

match CHAR, 

i.e. 100 * (number of CHAR occurences) / total characters in 

e-mail 

(iii) 1 continuous real [1,...] attribute of type 

capital_run_length_average = average length of uninterrupted 

sequences of capital letters 

(iv) 1 continuous integer [1,...] attribute of type 

capital_run_length_longest = length of longest uninterrupted 

sequence of capital letters 

(v) 1 continuous integer [1,...] attribute of type 

capital_run_length_total = sum of length of uninterrupted 

sequences of capital letters  = total number of capital letters in 

the e-mail 

(vi)1 nominal {0,1} class attribute of type spam = denotes 

whether the e-mail was considered spam (1) or not (0),  

  i.e. unsolicited commercial e-mail.   

  5.  Missing Attribute Values: None 

  6.  Class Distribution: 

Spam   1813  (39.4 ) 
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            Non-Spam  2788  (60.6 ) 

 

Figure 2.1: visualization of attributes in weka 

 

 

Figure 2.2  visualization of attributes in weka 

 

Figure 2.3: visualization of attributes in weka 

These all visualizations show the minimum, maximum, mean 

and std. Deviation value of the each attribute in graphical 

form. We can also get the information about the data type of 

the attribute in this section. Example is given below in figure 

3. 

 

Figure 3: Statistical information of an attribute 

Naive Bayes Algorithm implementation 

1. Select Classify Tab 

 

 

 

 

 

 

 

 

 

 

 

 

2. Choose Naive Byes from the classifiers list. And 

then Press Start button. 
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Figure 4: Classifier Selection 

3. The classifier output will be shown as below: 

 

Figure 5.1 :Classifier Output 

4. The below table shows the classified 

information of each attribute according to the class 

attribute. 

5. Here is the stratified cross-validation summary. 

Which show the correctly, incorrectly instances of the 

dataset. It also shows the summary of various 

classification errors like Mean absolute error, Root 

Mean Squared errors, Relative absolute errors, Root 

relative squared error etc. And then we can see the 

detailed accuracy of the dataset value according to the 

classes (Decision Attributes) in the form of TP, FP rate, 

Precision, Recall, F-measure, ROC Area etc. 

And the last it shows the Confusion Matrix for the final 

result. This is 2X2 matrix generated for each class. It is 

generated from the TP and FP rates. 

 

 

Figure 6: Stratified cross validation summary 

6. We can also visualize these errors in the form of 

graphical visualization shown as below: 



IJRECE VOL. 6 ISSUE 4 ( OCTOBER- DECEMBER 2018)                 ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

  A UNIT OF I2OR  946 | P a g e  

 

Figure 7: Visualization of Classifier errors 

7. We can see the Threshold curve for both classes 

in graphical visualization shown as below: 

 

Figure 8: Visualization of Threshold curve for each class 

8. Final Predicted result:  

(word_freq_hp <= 0.02) and 

(capital_run_length_longest >= 10) and (word_freq_edu 

<= 0) and (char_freq_$ >= 0.015) => class=1 

(205.0/19.0) 

 

In above rule, we can say that the email which has 

frequency of word hp is less than <0.02 and capital run 

length longes is greater than 10 and frequency of word 

edu is less than 0 and character frequency of $ is 

greater than 0.015 then these kind of emails are to be 

considered in the spam email category. 

V. CONCLUSION 

               Web mining work is very much interesting and 

getting very applicable in real time system. Our work is based 

on semantic web mining but at the same time, security 

measures and threats have been discussed with 

implementation results. Different case studies and 

implemented work has been mentioned and discussed 

regarding malware detections, plagiarism detection and 

content mining using World Wide Web. Our work is not 

limited around Semantic web mining only but providing 

securities measures along with their pattern analysis using 

classifiers. The work is based on a dataset which has been 

designed on the basis of spam on the mail. The repeated 

pattern of that has been monitored and detected with accuracy 

in results. The future scope can be more based on web 

approach like working over online data. Several case studies 

has already been mentioned in past work .Our work presents 

the collaborative approach for semantic web mining as well as 

outliers and malicious data detection like spam and irrelevant 

mails. 
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