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Discrete-trial teaching is an effective teaching procedure that must be implemented with high
integrity to produce optimal learning. Behavioral Skills Training (BST) has proven effective for
staff training; however, BST is time and labor intensive. Computer-based instruction (CBI) pro-
grams may provide a more efficient and cost-effective alternative to live training if the CBI pro-
gram is as effective as BST in producing accurate implementation. The current study compared
CBI to BST to train novice undergraduate students to conduct discrete-trial teaching. Partici-
pants were randomly assigned to one of the two conditions and assessed prior to and after the
completion of training. Results indicated that although both BST and CBI were effective at
training participants to implement discrete-trial teaching, BST was slightly but significantly
more effective whereas CBI quickly created a return on the investment of product development.
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Applied behavior analysis (ABA) has consis-
tently produced empirical evidence of signifi-
cant improvements in overall intellectual and

adaptive functioning for children with autism
(Eldevik et al., 2009; Green, 1996; Rogers &
Vismara, 2008). Discrete-trial teaching (DTT)
is a commonly used ABA intervention tech-
nique for children with autism (Leaf & McEa-
chin, 1999; Smith, 2001). A discrete trial lasts
approximately 5 to 20 s, and trials are pre-
sented rapidly to maximize the learning oppor-
tunities in each teaching session (Smith, 2001).
Each trial consists of five components: the dis-
criminative stimulus (SD), the prompt, the
learner’s response, the consequence, and the
intertrial interval (Leaf & McEachin, 1999;
Smith, 2001). A high level of precision is
required to implement discrete-trial procedures
well (LeBlanc, Gravina, & Carr, 2009), and
many staff members and parents struggle to
achieve high levels of procedural integrity
(e.g., Johnson & Hastings, 2002; Symes,
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Remington, Brown, & Hastings, 2006), which
can limit the effectiveness of the teaching
procedure.
Researchers have experimentally examined

the effects of errors of commission during error
correction for DTT and found higher treat-
ment integrity resulted in better acquisition
whereas lower treatment integrity resulted in
poor acquisition (DiGennaro Reed, Reed,
Baez, & Maguire, 2011; Grow et al., 2009).
Incorrect implementation of discrete-trial pro-
cedures could lead to faulty stimulus control,
false skill mastery, prompt dependence, and
problem behavior, all of which can stall the
learner’s progress and waste time and money.
Auditory–visual conditional discriminations
involve the teacher presenting an auditory stim-
ulus (e.g., “Dog”) followed by an opportunity
for the learner to select the corresponding stim-
ulus (e.g., a picture of a dog) from an array of
comparison stimuli (Green, 2001). Thus, for
the learner to correctly respond, both the audi-
tory and the visual stimuli must exert stimulus
control over the selection response.
Many researchers have documented difficul-

ties in teaching conditional discriminations
(e.g., Harrison & Green, 1990; Johnson &
Sidman, 1993; McIlvane, Dube, Kledaras, &
Iennaco, 1990) to individuals with autism or
intellectual disabilities. Optimal procedures for
implementing conditional discrimination train-
ing have been described in the literature
(Green, 2001; Grow & LeBlanc, 2013). These
recommendations include having discrete trials
with different target (i.e., sample) stimuli across
trials, varying the position of the comparison
stimuli across trials, minimizing inadvertent
instructor cues, and using errorless teaching
(i.e., most-to-least prompting) with frequent
assessment probes to allow rapid prompt fading
(Green, 2001; Libby, Weiss, Bancroft, &
Ahearn, 2008; MacDuff, Krantz, & McClanna-
han, 2001). Hence, teaching conditional dis-
criminations requires a high degree of precision
to be implemented correctly.

Several variables can negatively impact the
quality of DTT delivery. First, instructors for
children with autism must be competent and
fluent in delivery of DTT under stressful con-
ditions (e.g., occurrence of problem behavior
during instruction; Symes et al., 2006). Second,
the typical levels of education and wages in
early intensive behavioral intervention (EIBI)
settings are low for the level of required instruc-
tional precision, which leads to high levels of
staff turnover (LeBlanc et al., 2009). High staff
turnover in EIBI settings can be costly due to
the extensive training required to prepare a new
staff member to effectively implement DTT
with a child with autism and can lead to
reduced access to therapeutic services for the
child (Larson & Hewitt, 2005; Smith, 2001).
The most prominent evidence-based training

package is Behavioral Skills Training (BST;
Miltenberger, 2003). The BST package is a
four-part training strategy that involves a) clear
explicit instructions for the target behaviors, b)
live or video modeling or demonstration, c)
rehearsal or practice of the target behaviors, and
d) feedback on the performance that occurred
during rehearsal (Miltenberger, 2003). Three
studies have examined the generalization of the
effects of BST in teaching DTT (Lafasakis &
Sturmey, 2007; Lerman, Tetreault, Hovanetz,
Strobel, & Garro, 2008; Ward-Horner & Stur-
mey, 2008). Lefasakis and Sturmey (2007)
used BST to train parents to implement DTT
for motor imitation skills with their children.
After training, the parents demonstrated
improved implementation of DTT for motor
imitation and those effects generalized to teach-
ing other motor imitation targets and to a vocal
imitation program. In addition, improvements
in implementation were associated with
increases in child correct responding on the tar-
get skills. Ward-Horner and Sturmey (2008)
also demonstrated that the effects of training
DTT for one program (i.e., gross motor imita-
tion) generalized to another program (i.e., vocal
imitation). Lerman et al. (2008) demonstrated
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that individuals trained to use three prompting
procedures (i.e., least-to-most, most-to-least,
and time delay) within DTT used the proce-
dures effectively across additional targets and
learners.
Although a large body of evidence supports

the use of BST to teach staff or other caregivers
to implement DTT with high accuracy
(Parsons, Rollyson & Reid, 2012), the training
package involves a considerable time invest-
ment for a trainer with at least some portion of
the training requiring individual rehearsal and
feedback opportunities (Crockett, Fleming,
Doepke, & Stevens, 2007; Downs, Downs &
Rau, 2008). Given the high staff turnover rate
in early intervention sites, the BST method
may not always be cost effective for training. In
addition, BST requires the trainer be present to
observe each staff member’s rehearsals and pro-
vide feedback, which may not be practical for
large or multisite agencies or when training
caregivers in remote locations.
Interactive computer training, or computer-

based instruction (CBI), involves the presenta-
tion of training material via a computer or
Internet site and requires the learner to answer
questions about the material or engage in some
activity related to the material (Williams &
Zahed, 1996). It is proposed to be an effective
alternative when face-to-face instruction is not
possible (LeBlanc et al., 2009). CBI has been
demonstrated to be more effective than lecture
(Williams & Zahed, 1996) and reading
(Eckerman et al., 2002) with the benefits of
being private and self-paced. Additionally,
ongoing implementation of CBI is more effi-
cient and cost-effective once the training mate-
rials are created, though there is significant
initial time and expense to develop the training
materials (Blanchard & Thacker, 2004). Thus,
the CBI product must be used often enough to
justify the initial development cost. Another
potential disadvantage to CBI is that the
responses required within the training platform
(e.g., answering multiple choice questions) may

not be similar to the responses required during
implementation of the procedure that is being
trained (e.g., presenting a stimulus array).
Depending on the extent of the difference, high
performance in the training platform may not
generalize to implementation of a procedure
with high procedural integrity. To maximize
potential generalization, responding in the CBI
platform should be as similar as possible to
responding when implementing the procedure.
CBI has become a widely used method of staff

training for various skills in a number of different
disciplines (e.g., Desrochers, Clemmons,
Grady, & Justice, 2001; Eckerman et al., 2002;
Lambert, 1989) including behavior analysis
(e.g., Nosik & Williams, 2011; Pollard, Higbee,
Akers & Brodhead, 2014). Nosik and Williams
(2011) used a CBI program to train four staff to
implement DTT using least-to-most prompting
to teach matching and receptive instructions.
The CBI consisted of instructions, video models
of exemplars, multiple choice questions, and
scoring checklists for videos exemplars and non-
exemplars of the DTT procedure. CBI improved
participants’ implementation of DTT to approxi-
mately 70% to 90% of steps correct. After scor-
ing videos, participants’ implementation of DTT
further improved to approximately 90% to
100% of steps correct. More recently, Nosik,
Williams, Garrido, and Lee (2013) compared the
effects of BST and CBI training on six staff’s
implementation of DTT with an adult with
autism. Participants trained with BST outper-
formed participants trained with CBI. In addi-
tion, participants trained with BST reported
feeling very competent to perform the task,
whereas CBI-trained participants reported feeling
somewhat competent. These studies and others
(Higbee et al., 2016; Pollard et al., 2014; Serna
et al., 2016) illustrate the utility of interactive
CBI programs (e.g., video clips, instructions,
quizzes) to train people to implement various
components of DTT.
The purpose of this study was to compare

CBI to BST to train novice undergraduate
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students to conduct DTT for auditory–visual
conditional discriminations. We chose to target
auditory–visual conditional discrimination
because it is one of the foundational skills
taught in DTT and is important for language
comprehension, and other pre-academic and
academic skills taught in EIBI curricula (Green,
2001; Smith, 2001). This direct comparison
extends the comparison of Nosik et al. (2013)
to a new skill and with a group research design.
In addition, this study evaluated the cost effec-
tiveness of the two procedures and the potential
return on investment of the development costs
for the CBI module to inform applied practice
implementation at scale.

METHOD

Participants and Setting
Fifty undergraduate students at a large public

university in the Southeastern U.S. participated
in this study. A power analysis was conducted
which indicated that 50 participants would be
needed to ensure a reasonable chance to detect
a difference if a difference existed. Participants
earned extra credit for their participation. Par-
ticipants were excluded from the study if they
had previous experience working in an EIBI
setting; only one participant met this exclusion-
ary criterion. Participants were assigned to
experimental conditions using a random num-
ber generator that was constrained to random-
ize up to 50. Twenty-five of the participants
experienced individually administered online
CBI, whereas the other 25 participants experi-
enced individually administered instruction via
BST. There were no statistically significant dif-
ferences between the groups on any demo-
graphics (e.g., age, number of previous
experiences in developmental disabilities). See
Table 1 for the statistics for these demographic
variables.
Additionally, 10 staff from an ABA service

agency participated in a follow-up evaluation
(i.e., modified CBI curriculum) to assess the

effects of the CBI training on implementation
with a child with autism. At the time of the
study, participants had been employed with the
agency, on average, just over a year (M = 12.7
months; range, 3-25 months) and had between
11 and 84 months of experience working with
individuals with developmental disabilities
(M = 47.3 months). Table 1 provides addi-
tional demographic information on these
participants.

Setting and Materials
Training activities took place in a room on a

college campus containing a computer with
Internet access on a desk (for CBI), a screen
projector (for BST), a table, and chairs. Probes
took place in an adjacent room with a table,
chairs, a data sheet (available from the first
author upon request), stimuli, reinforcers, a
video camera, and a research assistant. During
the pretraining, posttraining, and postfeedback
probes, the participants used a data sheet, a
pen, three 7.6 cm x 7.6 cm picture card stim-
uli, and edible and tangible reinforcers.

Curriculum
Participants were taught to use errorless

teaching procedures to establish auditory–visual
discriminations (i.e., listener discriminations).
The curriculum consisted of 11 lessons pre-
sented either in CBI or live BST. The intro-
ductory lesson described the use of DTT
procedures with children with autism, the
basics of a discrete trial (i.e., antecedent, behav-
ior, consequence, intertrial interval), and the
importance of listener skills. The next lessons
covered setting up the teaching environment,
arranging the comparison array (i.e., three
items presented equidistant apart), getting the
learner’s attention, presenting the conditional
stimulus, and responding to the learner’s cor-
rect responses. The next lesson in the module
covered the use of most-to-least prompting for
teaching trials and least-to-most prompts for
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assessment probes, consistent with the recom-
mendations of Green (2001) and Grow and
LeBlanc (2013). The final lesson covered teach-
ing an entire block of trials (i.e., putting all
prior information together across multiple trials
and learner responses) and data collection.
Nine of 11 lessons provided opportunities to
practice and receive performance feedback
(e.g., verbal, textual).

Procedures
Pretraining probes. After completing a demo-

graphics form, each participant completed a
pretraining probe in which he or she conducted
24 trials of DTT to teach auditory–visual con-
ditional discriminations to an adult actor pre-
tending to be a child with autism. The trials
consisted of two fully counterbalanced stimulus
array arrangements with rotated target presenta-
tion (Grow & LeBlanc, 2013). The number of
trials was selected to provide equal opportuni-
ties to respond to correct independent
responses and incorrect responses at all poten-
tial prompt levels including repeated incorrect
responses and no response until full physical
prompt. The experimenter provided the partici-
pant with the necessary materials to implement
a listener responding program using DTT dur-
ing a role-play with an actor. The actor fol-
lowed a scripted sequence of correct and
incorrect responses (sequence available upon
request). The experimenter provided a neutral
response (e.g., “Just do your best”) if the partic-
ipant inquired about how to implement the

procedure. Feedback was not provided during
or after the role-play. The experimenter col-
lected data on the participant’s accuracy of
implementation in the probe. If the participant
implemented DTT with 70% accuracy or
higher in the pretraining probe, he or she
would have been excused from the study; how-
ever, none scored above 70%. Participants were
then randomly assigned to either experience
CBI training or BST.
CBI. The CBI program (Geiger, Severtson, &

LeBlanc, n.d.) was accessed from a computer
with speakers located in the research lab space.
The experimenter started the CBI program for
the participant but did not interact with the par-
ticipant (e.g., answer questions, provide feedback)
while the program was running. The program
contained narration, on-screen text, pictures, ani-
mations, and video exemplars and nonexemplars
of the procedures. Some lessons contained active
response opportunities pertinent to implementa-
tion of the procedures (e.g., click-and-drag to
arrange stimuli, click to mark a virtual data
sheet). See Supporting Information for sample
screenshots from the CBI program. Each part of
the conditional discrimination procedure was
taught in a lesson in the CBI program. At the
end of each lesson, the participants completed a
quiz (e.g., multiple choice, true/false, scoring
video samples) to assess their understanding of
information presented in the CBI program. If the
participant answered incorrectly, he or she was
required to view the lesson again before retaking
the quiz and moving on to the next module. This
continued until the participant answered all quiz

Table 1
Participant Background Information

CBI
BST

Extension
Mean Mean t(48) p Mean

Age 20.6 21.9 1.02 0.311 29.4
# of Psychology Courses Completed 3.2 2.3 1.54 0.130 -
# of Prior Psychology Practica 0.2 0.1 1.05 0.299 -
# of Other Experiences in Developmental Disabilities 0.1 0.1 0.00 1.000 -
Months Employed with Agency - - - - 12.7
Months of Experience with Individuals with Disabilities - - - - 47.3
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questions correctly. At the end of the program,
the participant completed a cumulative quiz with
multiple choice questions about the entire proce-
dure. Once the participant completed all lessons
and correctly answered the cumulative quiz ques-
tions, with at least 90% accuracy, the CBI train-
ing was complete. In the cumulative quiz,
participants received feedback on incorrect
answers and had the opportunity to repeat the
quiz but did not have to return to instruction in
the module. The navigation of the module was
fixed and progressive (i.e., the participant could
not choose to jump ahead).
BST. The experimenter delivered a live, indi-

vidual, interactive BST session with a Power-
Point® presentation consisting of on-screen
text, pictures, and video models of exemplars
and nonexemplars of the procedure
(i.e., instructions and modeling). The Power-
Point® was projected on a white wall in the
research space. The content, text, pictures,
video models, and teaching topics were identi-
cal to those presented in the CBI program. A
detailed list of instructional components and
general content for both programs are available
from the first author upon request. The experi-
menter answered participant questions through-
out the training. The experimenter provided
rehearsal opportunities and performance feed-
back throughout the slideshow training.
Instruction did not progress to a new module
until the participant had completed the compo-
nent correctly by performing the target skill
three times consecutively with 100% accuracy.
Once the entire presentation was completed,
the participant rehearsed 12 trials of DTT with
the experimenter in a role play. The experi-
menter followed a scripted response during role
plays, which is available from the authors upon
request. If the participant made an error, the
experimenter immediately stopped the role play
to provide verbal feedback and then allowed
the participant to resume. Practice continued
until the participant completed 12 teaching tri-
als with at least 90% accuracy.

Posttraining probes. The procedures for the
posttraining probe were identical to the pre-
training probes described above but the script
varied slightly so that different confederate
responses occurred on different trials (e. g., par-
tial physical required on target 2, trial 7 in one
script; partial physical required on target 1, trial
5 in another script), but the proportions of
types of responses remained equal.
Feedback. Performance feedback was provided

immediately following the posttraining probe if a
participant implemented the teaching session
with less than 85% accuracy. The instructor pro-
vided details on the specific procedural steps
implemented incorrectly, explained how each
step should be completed, and modeled the cor-
rect implementation of the step. If the participant
asked questions, the instructor answered them
and provided additional models, if necessary.
Once the participant received feedback, he or she
was immediately allowed to complete a postfeed-
back probe, which was conducted similar to the
pre- and posttraining probes but was a slight vari-
ant for the specific trials. The time from post-
training probe to postfeedback probe was usually
1-5 min. Postfeedback probes were not con-
ducted if participants implemented the procedure
with 85% accuracy or higher during the post-
training probe.
Extension demonstration with children with

autism. After the initial comparison study was
completed, a follow-up demonstration of the
use of the CBI training was conducted in a
provider agency for children with autism. Ten
participants employed at the agency experi-
enced a modified CBI curriculum. The data
collection component of the CBI module was
modified after the completion of the initial
comparative study based on the error analysis
from the prior 25 participants. The data collec-
tion procedure was simplified and the visuals
for the instruction in this component were
enhanced. These participants completed pre-
training, posttraining, and postfeedback probes
similar to those described above. These
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participants completed a follow-up probe with
a child with autism during the child’s regularly
scheduled therapy hours. Follow-up probes
occurred after participants met criterion in the
posttraining or postfeedback probes.
Acceptability questionnaire. Participants com-

pleted an acceptability questionnaire after their
participation was complete. The questionnaire
consisted of 16 questions with Likert-type
scaled responses (i.e., 1 = strongly disagree,
5 = strongly agree). The questionnaire was
adapted from an established acceptability mea-
sure in the staff training literature (Rothwell &
Sredl, 1997) and an acceptability measure cur-
rently used in an online computer-based train-
ing program (Fox, n.d.). The questionnaire
items referenced the program content, presenta-
tion of the material, and the participant’s over-
all impression of the training program.
Training acceptability questionnaires are avail-
able from the authors upon request.

Experimental Design and Measurement
A randomized two-group repeated measures

design was used to compare the effectiveness of
CBI and BST on participant implementation
of a conditional discrimination procedure. Par-
ticipants were randomly assigned, via a random
number generator, to participate in either the
CBI or BST training. The main dependent
measure was the percentage of steps correctly
completed during the pre- and posttraining
probes, and the postfeedback probe, if applica-
ble. Data were collected in vivo and from
videos of these probes. Each step was scored
independently (i.e., if a step was scored as
incorrect for a trial, later steps in that trial
could still be scored as correct). The percentage
of steps completed correctly was calculated by
dividing the number of steps completed cor-
rectly by the total number of steps and convert-
ing to a percentage.
Several secondary dependent measures were

collected including a) material development

and training time, b) the average amount of
time it took participants to complete training,
c) the acceptability of the training procedure,
and d) the types of errors made in posttraining
probes. Material development and training
included the sum of the time spent a) writing
the content for the program; b) creating the
PowerPoint® slideshow for BST or creating the
web-based program for CBI; c) participants’
total training time in which they were interact-
ing with the instructor in BST, excluding pre-
and posttraining probes; and d) the total time
during which the instructor provided feedback
if the participant failed to meet the mastery cri-
terion in the posttraining probe. The amount
of time required to complete training was mea-
sured from the beginning of the training ses-
sion to the end of the training session and did
not include time used to conduct pretraining,
posttraining, or postfeedback probes. For CBI,
the web-based program recorded the duration
of training from the time participants started
the program until they completed the final
question of the cumulative quiz. To measure
training time of BST, the instructor started a
stopwatch at the beginning of training and
stopped the stopwatch after presenting the last
lesson. Acceptability of the training procedure
was measured via a training acceptability
questionnaire.
The types of errors made in the posttraining

probe were evaluated to determine if any one
error was more common than others. Proce-
dural steps assessed in the error analysis are pre-
sented in Table 2. The data on types of errors
made were analyzed as the percentage of partic-
ipants who made an error on any given step for
each group. The percentage of participants who
made an error was calculated by dividing the
number of participants who made at least one
error on a specific step by the total number of
participants in the group and converting to a
percentage. Finally, the average attempts until
the mastery criterion was met in training were
reported for each group but were not compared
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statistically because the types of within-training
performance (i.e., answering questions in CBI,
performing the teaching procedure in BST)
were not identical.
Interobserver agreement. A second trained

observer who was not blind to condition col-
lected interobserver agreement (IOA) data on
participant’s accuracy (the primary measure) for
31% of CBI participants and 60% of BST par-
ticipants across all probes. The participants
were selected for IOA using a random numbers
generator. For participant accuracy, agreement
was scored if both observers identified a proce-
dural step as being completed correctly or
incorrectly. Point-by-point agreement was cal-
culated by dividing the number of agreements
by the number of agreements plus disagree-
ments and converting the ratio to a percentage.
Mean IOA for CBI pretraining, posttraining,
and postfeedback probes was 95% (range,
86%- 100%), 97% (range, 93%-100%), and
98% (range, 94%-100%), respectively. Mean
IOA for BST pretraining, posttraining, and
postfeedback probes was 96% (range, 75%-
100%), 99% (range, 97%-100%), and 99%,
respectively. IOA data were not collected for

the secondary measures, including investigator’s
time investment, total training time, and
acceptability of the training procedure.
Experimenters’ procedural integrity. Procedural

integrity was scored for the implementation of
BST and probe sessions from videos by an inde-
pendent, trained but not blinded observer. Proce-
dural integrity was calculated as the percentage of
steps correctly completed by the instructor dur-
ing BST and when providing feedback after post-
training probes, and the percentage of steps
correctly completed by the actor (i.e., researcher
serving as a confederate client) in the pretraining,
posttraining, and postfeedback probes. For BST,
procedural integrity was measured with a check-
list, in which the observer recorded whether the
instructor provided correct instructions, rehearsal
opportunities, and feedback for each module of
the BST program. Experimenter procedural
integrity for BST was measured for 80% of BST
sessions. For all sessions measured, experimenter
procedural integrity was 100%. For the post-
training and postfeedback probes, procedural
integrity measures included the actor’s presenta-
tion of learner responses based on a scripted
learner response sequence and the use of correc-
tive feedback if implementation accuracy was
below 85%. Procedural integrity percentage was
calculated by dividing the number of steps per-
formed correctly by the total number of steps
and multiplying by 100. Experimenter proce-
dural integrity in the probes was measured for
40% of CBI participants and 52% of BST partic-
ipants with participants selected via random
number generator. Mean procedural integrity for
the CBI probes was 95% (range, 86%-100%)
and for the BST probes was 99% (range,
96%-100%).
Data analysis. A repeated-measures 2 x

2 ANOVA was used to compare the effects of
CBI and BST on participants’ accuracy during
the pretraining and posttraining probes. A two-
way, or 2 x 2, ANOVA determines how a
response is affected by two factors with an esti-
mate of the likelihood that differences in

Table 2
Percentage of Participants who Erred at Least Once on

Skills Taught in CBI and BST during Posttraining Probes

CBI BST
Task Analysis Steps M M

Arranging the stimuli 48% 28%
Getting learner’s attention* 52% 16%
Presenting the instruction 40% 24%
Waiting 3 s for response 16% 8%
Making no response and removing stimuli
following learner errors**

52% 20%

Immediately providing prompt during
teaching trials

52% 28%

Providing correct prompt level* 80% 28%
Providing prompt at next level of intrusiveness
during error correction*

76% 32%

Providing praise and tangible reinforcer
following learner’s correct response

76% 60%

Recording data** 100% 80%

Note. Statistically significant differences between groups
are denoted by * (<.01) and ** (<.05).
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responding might be accounted for by chance.
When each participant is assessed repeatedly
prior to and after intervention, it is referred to
as a repeated measures 2 x 2 ANOVA. Data
from the postfeedback probe were not included
in the repeated-measures ANOVA calculation
as the sample size was much smaller. An inde-
pendent samples t-test was used to compare
learner time invested and acceptability of the
training procedure. A chi-square test was used
to compare the percentage of participants who
made an error on specific steps during the post-
training probe.

RESULTS

Effectiveness of the Training Procedures
Figure 1 (top panel) displays participants’

percentage of procedural steps completed accu-
rately during the pretraining, posttraining, and
postfeedback probes. All of the participants per-
formed poorly during the pretraining probe,
averaging 12% (range, 0%-41%) and 8%
(range, 0%-44%) for CBI and BST, respec-
tively. Participants’ accuracy improved substan-
tially after training, averaging 87% (range,
65%-97%) and 96% (range, 74%-100%) for
CBI and BST, respectively. Both the effect sizes
for CBI x probe condition (d = 7.48) and BST
x probe condition (d = 11.56) were well above
Cohen’s (1988) convention for a large effect
(d = .80). The percentage of participants who
met the mastery criterion of least 85% of steps
completed accurately was 64% (16 out of 25)
and 92% (23 out of 25) for CBI and BST,
respectively. Finally, everyone who received feed-
back improved their scores in the postfeedback
probe and met the mastery criterion after one
feedback session. The mean percentage of total
steps completed accurately in postfeedback for
CBI was 95% (range, 88%-99%) and for BST
was 99% (range, 98%-99%). A 2 x 2 repeated
measures ANOVA showed a significant main
effect of Probe Condition (i.e., pretraining
vs. posttraining), F(1, 48) = 2023.00, p < .01

and a significant interaction effect of Probe Con-
dition x Training Type, F(1, 48) = 13.96,
p < .01. These results indicate both CBI and
BST were effective at improving participants’
accuracy of implementation, though BST was
significantly more effective than CBI.
Figure 1 (bottom panel) depicts participants’

procedural integrity during the pretraining,
posttraining, and postfeedback probes for the
10 CBI participants employed within the
autism service agency. The percentage of proce-
dural steps completed correctly during
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Figure 1. Participants’ accuracy of implementation
when teaching auditory–visual conditional discriminations
to adult actors during the main study (top panel), and to
adult actors and a child with autism in the extension with
employees at a provider agency for children with autism
(bottom panel). In the top panel, the asterisks denote a
significant difference at the .01 level. The white bar repre-
sents the mean percentage score for participants who expe-
rienced CBI. The gray bar represents mean percentage
correct for participants who experienced BST. The circles
(white = CBI; black = BST) represent each participant’s
percentage of steps completed correctly.
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pretraining probes was low across participants,
averaging 55% (range, 28%-69%). This aver-
age substantially increased to 95% (range,
90%-100%) during the posttraining probes.
Given the integrity with which participants
implemented the target skill, feedback and the
postfeedback probe(s) were not provided. Dur-
ing the follow-up probe with the child with
autism, participants’ procedural integrity
remained high and the average increased
slightly to 97% (range, 94%-100%).
Table 2 displays the percentage of partici-

pants who made at least one error on a given
procedural step during the posttraining probe.
The steps with statistically significant differences
between groups were 1) getting the learner’s
attention (χ2[1, N = 50] = 7.22, p < .01); 2)
providing the correct prompt level (χ2[1,
N = 50] = 13.61, p < .01); 3) not responding
to learner errors and removing the stimuli (χ2[1,
N = 50] = 5.56, p < .05); 4) providing the
prompt at the next level of intrusiveness during
error correction, (χ2[1, N = 50] = 9.74, p <
.01); and 5) recording data (χ2[1, N =
50] = 5.56, p < .05). Recording data was the
most common skill in which participants erred
during both CBI and BST.

Efficiency and Utility Analysis
The two training programs were compared

with respect to their efficiency as well as their
effectiveness. The efficiency and cost-effectiveness
of the programs were estimated by comparing the
total average duration of instruction during CBI
to that of BST and incorporating that informa-
tion into a utility analysis with the initial time
invested in preparation of the instructional mate-
rials. The mean duration of learner time invested
for CBI was .99 hr (59.32 min) (range, .78-
1.4 hr), whereas the mean duration of learner
time invested for BST was .86 hr (51.76 min)
(range, .67-1.13 hr). A t-test confirmed the differ-
ence in duration of learner time was significant
t(48) = 3.40, p < .01.
Figure 3 displays the time investment of the

trainer for developing materials, delivering
instruction, and providing feedback to partici-
pants who failed to meet the mastery criterion
for both the CBI and BST programs. The ini-
tial time investment for developing materials
was 142 hr for CBI and 89 hr for BST. As
additional participants were trained, the trainer
did not invest any additional time during train-
ing for the CBI group but did invest an
additional .5 hr to provide feedback to
10 participants, increasing the total time invest-
ment to 142.5 hr. For BST, the trainer
invested a mean of .86 hr (51.8 min) to train
each participant and an additional .14 hr
(8.5 min) to provide feedback to two partici-
pants (M = .07 hr), increasing the total time
invested to 110.7 hr for training 25 partici-
pants. The total amount of time invested in
BST was less than the time invested for CBI.
However, if additional individuals were to be
trained using the two methods, the projected
breakeven point (i.e., equal investment) would
be 62 participants in a given condition, assum-
ing the same mean training duration for future
trainees. This means that the trainer would
have had to train 62 people in CBI to make
the time investment per participant equal to
that invested in training 62 people in BST. If
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Figure 2. Time investment of the trainer for CBI and
BST. The white squares represent total time invested to
create the module and train the CBI group, and the black
circles represent total time invested to create the training
program and train the BST group. The solid lines are the
trend lines for the data sets.
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the trainer had trained more than 62 people in
each group, then CBI would have been more
efficient than BST.

Acceptability of the Training Procedures
For all of the items, both CBI and BST were

rated positively on the training acceptability
questionnaire. Only two items resulted in sta-
tistically significant differences in participants’
ratings. For the item indicating that the learn-
ing objectives were successfully achieved, the
mean rating for CBI was 4.64 (range, 4-5) and
the mean rating for BST was 4.88 (range, 4-5;
t(48) = 2.03, p < .05). For the item indicating
if the participant would have preferred to learn
the content in the other training format the
mean rating for CBI was 2.76 (range, 1-5), and
the mean rating for BST was 1.68 (range, 1-5),
which was significant at t(48) = 3.74, p < .01.
These results indicate, on average, the CBI
group might prefer to learn the content with a
live instructor (i.e., the other condition), and
the BST group would not want to learn with a
computer-based program.

DISCUSSION

The data suggest both CBI and BST were
effective at improving participants’ procedural
implementation of DTT, using the errorless
learning technique. These findings are consis-
tent with the previous literature on using BST
(e.g., Crockett et al., 2007; Downs et al.,
2008; Lafasakis & Sturmey, 2007) and using
CBI (e.g., Nosik & Williams, 2011; Pollard
et al., 2014) to train staff to implement DTT.
Similar to Nosik et al. (2013), BST was more
effective than CBI, but both procedures
resulted in a majority of participants immedi-
ately performing at a criterion of success. A
very brief feedback session resulted in criterion
level performance for the remaining
participants.
Previous research on component analyses of

BST has shown rehearsal and feedback are

necessary for optimal effectiveness of the train-
ing package (e.g., Roscoe & Fisher, 2008;
Sterling-Turner, Watson, & Moore, 2002).
The BST program allowed participants to
rehearse each step of the procedure live with an
adult, conduct the entire procedure, and receive
performance feedback. The CBI program pro-
vided some active response activities that simu-
lated rehearsal with feedback (e.g., collecting
data on a virtual data sheet), but did not pro-
vide active response activities live with an adult
for every step in the procedure (e.g., providing
prompts, reinforcing correct responses) or for
conducing the entire procedure. Therefore, it is
somewhat unsurprising that participants in the
BST group performed better than participants
in the CBI group. However, CBI participants’
performance improved to criterion level after
receiving feedback from the experimenter dur-
ing the postfeedback probe. This finding sug-
gests the difference in scores between the two
groups could be due to the lack of rehearsal
with feedback during portions of the CBI pro-
gram. Future research could examine the use of
CBI that includes more active response activi-
ties with feedback, to train participants to
implement DTT (e.g., Higbee et al., 2016). In
addition, the number of attempts during active
response activities could be recorded. Because
the active response activities were a simulation
of rehearsal of the procedural step, data on per-
formance in these activities may have been
more informative than the data on performance
in the multiple-choice quizzes. Future research
could examine the possibility of collecting data
on attempts to criterion in active response
activities in CBI and if that correlates with per-
forming the actual procedure with learners.
It is important to note that this study com-

pared CBI to an optimized version of BST.
The BST program used recommended prac-
tices, such as (1) conducting one-on-one teach-
ing sessions provided by an expert instructor,
(2) providing multiple models of both exem-
plars and nonexemplars, allowing frequent
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rehearsals of component skills (e.g., present the
instruction, provide reinforcement) as well as
the terminal skill (i.e., conduct a DTT teaching
session), and (3) requiring the participant to
rehearse until meeting a mastery criterion
(Parsons et al., 2012). The version of BST used
in this study is likely more optimal than typical
live training using BST outside of university
research settings. Although the quality of CBI
would not change in a practice setting,
common-practice BST or basic didactic train-
ing without rehearsal and feedback would likely
be of lower quality than that studied here. CBI
ensures every trainee has the same training
experience (i.e., same number and type of
opportunities to respond; Higbee et al., 2016)
and eliminates the variability that can occur if
multiple trainers deliver training.
This investigation examined procedures to

teach college students and then staff to imple-
ment conditional discrimination training under
reasonable conditions. A limitation of this
study is that the confederate did not respond
with problem behavior during the pretest and
posttest probe conditions, which may occur in
everyday practice. The primary purpose of the
study was to directly compare the two training
procedures’ effects on the same repertoire rather
than to produce the entire repertoire required
by someone who might work with a child with
autism. As the participants in the initial study
were novices who had never implemented any
form of DTT, it seemed reasonable to the
researchers to test the newly taught skills with-
out including significant problem behavior in
the test probes. In the extension with staff and
children with autism, problem behavior may or
may not have occurred as this could not be
programmed in advance. In BST, the trainee
often learns to implement a skill to fluency
under optimal conditions (i.e., the posttest
probe) and then more stressful or challenging
situations are introduced and practiced once
mastery has occurred in the initial situation.
Future studies employing single subject designs

with staff in human service agencies might
examine the effects when problem behavior is
included in the posttest condition with a con-
federate or include training with children with
autism who exhibit different levels of severity
of problem behavior.
Many other important skills could be taught

via CBI such as implementing naturalistic pro-
gramming, implementing preference assessment
procedures, and collecting data. Each of these
skills could be targeted for training with CBI
and it is worthwhile to directly examine several
of them before the findings of this study are
generalized too far. Other procedures might be
easier or more difficult to teach and this could
impact the social acceptability of the training
procedure as well as the effectiveness of either
BST or CBI. There might also be a significant
difference in the time required for instructional
design for some of these other training topics.
For example, the module studied here is now
part of a complete CBI curriculum designed to
meet the requirements for the Registered
Behavior Technician® credential. The module
designed to teach implementation of multiple
formats of preference assessments is twice as
long in duration as the module evaluated here
which might worsen the perceived experience
of the learner. It is also worth examining the
extent to which the entire initial training for
implementation of EIBI can be conducted via
CBI with reasonable outcomes. There are mul-
tiple commercially available curricula that pro-
vide a series of modules targeting different skill
sets. It will be important to determine the
effects of these CBI curricula with respect to
the skills produced and the required amount of
live supplemental instruction required to pre-
pare novices for working with individuals with
autism and other disabilities.
The procedural steps with substantially more

errors in CBI than BST involved providing
prompts (e.g., immediately provide prompt,
correct prompt level, provide prompt at next
level during error correction) and recording
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data. The Providing Prompts module in the
CBI program had one active response activity
associated with arranging the prompts accord-
ing to their level of intrusiveness. The Providing
Prompts quiz had a higher mean attempts to
criterion compared to some other quizzes in
the program, suggesting that more explicit
models and active response activities could be
added to further clarify this skill.
Although there was a significant difference in

the level of errors in data collection between
the two groups, both groups had a considerably
high proportion of participants that made
errors on this step. In BST, participants were
provided an opportunity to rehearse data collec-
tion and receive feedback during the Probe Tri-
als and Teaching Trials modules. In CBI,
participants were provided simulated opportu-
nities of rehearsal with feedback, by clicking on
a virtual data sheet based on an ongoing video
during the Probe Trials and Teaching Trials
modules of the program. However, participants
may have been required to complete too many
steps to reliably perform data collection
(i.e., identifying appropriate prompts from the
probe to use in later teaching trials, identifying
if the learner’s response was correct or incor-
rect, implementing error correction based on
the learner’s selection, and immediately taking
data). Therefore, procedural integrity may be
improved if the data collection system required
participants to record only the prompt level
required to get a correct response in probes and
whether each teaching trial was correct or
incorrect. The CBI module was changed, and
participants in the extension experienced train-
ing with this modification. All participants were
able to meet criterion during posttraining
probes and during implementation with a child
with autism.
The procedural step of presenting the instruc-

tion accounted for a very low number of errors
for both the CBI and BST groups. The
rehearsal data that show a low mean attempts
to criterion (M = 3.20) in BST for presenting

the instruction correspond to the high perfor-
mance on this step in the posttraining probe.
However, in CBI the presenting the instruction
quiz had one of the highest mean attempts to
criterion of all the quizzes. This discrepancy
between quiz score and implementation of the
procedural step in the posttraining probe sug-
gests the quiz may be assessing skills that are
not necessary for correct implementation
and/or one or more quiz questions is unneces-
sarily difficult. One quiz question involves
identifying that the instructor is accidently
motioning towards the correct item by looking
more at that item and leaning her head towards
it. This may be a difficult discrimination for
participants to make from a video example, and
identifying this mistake may not be necessary
for participants to correctly provide the instruc-
tion during DTT. Future research on using this
CBI program might examine removing or
changing this question to see if performance on
the quiz improves and results in similarly low
levels of errors in providing the instruction
when participants implement DTT.
CBI required slightly more learner time

investment (M = 59 min) than BST (M = 52
min) and substantially more initial time invest-
ment for creating the CBI program than the
ongoing instructor time investment for BST for
training 25 participants. This finding is consis-
tent with the literature, which suggests the
main limitation of CBI is the initial time and
financial investment to create the materials
(Blanchard & Thacker, 2004). However, the
utility analysis showed that if the programs
were used to train more than 62 people each,
then CBI would be more efficient because of
the recurring need to invest the trainer time
with live BST. These findings suggest creating
in-house CBI training programs may not be
cost-effective unless the agency is training a
large number of staff and/or are training people
who are in geographically remote locations
when live BST is not possible (LeBlanc et al.,
2009). Future studies comparing staff training
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procedures could use a similar utility analysis to
fully examine the return on the initial invest-
ment required to create the training materials.
In sum, both BST and CBI have previously

been demonstrated to be effective for training
staff in many different skills, including the
implementation of DTT (e.g., Pollard et al.,
2014; Sarokoff & Sturmey, 2008; Serna et al.,
2016; Ward-Horner & Sturmey, 2008). This
study extended Nosik et al. (2013) by offering
an additional comparison of CBI to BST with
an evaluation of the return on investment.
Although BST was slightly more effective and
efficient than CBI, minimal performance feed-
back closed the gap and would generate a
return on the initial development investment
after fewer than 70 staff were trained. Addition-
ally, this study provided further evidence that
CBI was effective at training participants in a
complex DTT procedure—auditory–visual
conditional discrimination training—using the
errorless teaching prompting method. This
study provides further support that CBI may
offer an acceptable staff training alternative if
optimized BST is not possible or not feasible.
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