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TOWARDS A VIRTUAL ART/ARCHAEOLOGY

Introduction

The term Virtual Archaeology was coined 30 years ago when personal computing and
the first wave of digital devices and associated technologies became generally available
to field archaeologists (Reilly 1991; 1992). The circumstances that led to the origin
of Virtual Archaeology have been recounted elsewhere. Put briefly, Virtual Archaeology
was intended for reflexive archaeological practitioners “to be a generative concept
and a provocation allowing for creative and playful improvisation around the potential
adoption or adaptation of any new digital technology in fieldwork; in other words
to explore how new digital tools could enable, and shape, new methodological insights
and interpretation, that is new practices” (Beale, Reilly 2017). Digital creativity in
archaeology and cultural heritage continues to flourish, and we can still stand by these
aspirations. However, in 2021, the definition and extent of this implied “archaeological”
community of practice and its assumed authority seems too parochial. Moreover, the
archaeological landscape is not under the sole purview of archaeologists or cultural
heritage managers. Consequently, experimentation with novel modes and methods
of engagement, the creation of new forms of analysis, and different ways of knowing this
landscape, are also not their sole prerogative. This applies equally to Virtual Archaeology
and digital creativity in the realm of cultural heritage more generally. We assert that
other affirmative digitally creative conceptions of, and engagements with, artefacts,
virtual archaeological landscapes and cultural heritage assemblages — in their broadest
sense —are possible if we are willing to adopt other perspectives and diffract them through
contrasting disciplinary points of view and approaches. In this paper we are specifically
concerned with interlacing artistic and virtual archaeology practices within the realm
of imaging, part of something we call Virtual Art/Archaeology.

We will start by outlining what we mean by adopting a diffractive Virtual Art/Archaeology
approach. Then we take up a challenge recently set by Daniel Lee in which he calls for
practitioners to “explore new ways of thinking about space, time and movement” (Lee
2020, 149). In an attempt to meet this challenge, we expose widespread misconceptions
about all-too-familiar iconic, symbolic and indexical contemporary images (Atkin 2013)
depicting archaeological landscapes, sites and assemblages in general circulation, and the
role and function of the image makers. From there, we will present a series of diffractive
images (Dawson et al. 2021) - novel and perhaps slightly disruptive experimental Virtual
Art/Archaeology studies that deliberately subvert both established and new digital
imaging techniques — which challenge how archaeologists, artists and others use grids,
plans, maps and other images to think through archaeological artefacts, assemblages, sites
and landscapes. We will finally put the case for more affirmative Virtual Art/Archaeology
studies.

© Reilly Paul, Dawson lan, 2021
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Why a Diffractive Virtual Art/Archaeology Approach?

Art/Archaeology studies have been emerging for several decades in parallel with Virtual
Archaeology, and in recent years have started to build considerable momentum as a sister
subdiscipline (inter alia, Shanks 1992; Dion 1999; Renfrew 2003; Wickstead 2009; Roelstraete
2014; Russell, Cochrane 2014; Bailey 2014; Bailey 2017a; Bailey 2017b; Roberts, Sterling
2017; Thomas et al. 2017; Jones, Cochrane 2018; Gheorghiu, Barth 2019; Gheorghiu 2020).
Until recently, there was relatively little cross fertilisation between Virtual Archaeology
and Art/Archaeology (but see Perry 2009; Wickstead 2009; Ferraby 2017; Gant, Reilly 2018;
Morgan, Wright 2018; Dawson, Reilly 2019; Lee 2020). Although, the concept and purpose
of Art/Archaeology is quite broad, in this paper we adopt Doug Bailey’s (Bailey 2014; Bailey
2017a; Bailey 2017b) radical Art/Archaeology approach, which is to disarticulate, repurpose
and disrupt “artefacts from their pasts and to release them into the contested dynamics
of the present, through the making of new creative works, not traditionally seen as historic
or archaeological in form, display or intention” (Bailey 2017b, 700). As Bailey stresses, “[r]
ather than producing institutionally safe narratives conventionally certified as truth, [we]
follow the lead of artists who use the past as a source of materials to be reconfigured in new
ways to help people see in new ways” (Bailey 2017b, 691). In this we include archaeologists
trying “to challenge their own practice-based research creatively” (Thomas et al. 2017,
121, original emphasis) or, put another way, those applying their creative imagination to
archaeological assemblages and settings (e.g., Gheorghiu, Barth 2019; Gheorghiu 2020).

What do we mean by diffractive? We typically notice the effects of diffraction as so-
called “interference patterns’, commonly encountered as the overlapping concentric
ripples that accompany rain landing on pooled water. When these little waves overlap
they either reinforce their troughs and peaks or cancel one another out at the point of
intersection. The concept of diffraction is also useful for analysing different theoretical,
methodological and disciplinary practices by reading (or thinking) them through one
another, like overlapping ripples, to identify those productive places “where the effects of
difference appear” (Haraway 1992, 70).

In this paper, we do not only diffract archaeological and artistic practices through one
another, we also interlace images of an artefact and the landscape setting in which it was
discovered through one another, exploiting human and synthetic modes of cognition, and
convolving ontological hybrids in the process. In so doing we evolve our own extending
Virtual Art/Archaeology assemblages and emerging subversive “minoritarian” knowledge
practices (see Braidotti 2018, 15). Why is a diffractive methodology necessary? Rosi
Braidotti (Braidotti 2018, 15) alerts us to the prosaic character of much digital humanities
research, identifying the widespread archaeological practice of 3D modelling artefacts as
a classic example of an increasingly homogenous, monotonous and anemic narrative. We
share Braidotti’s discomfort with this “majoritarian meta-pattern’, and concur with Ruth
Tringham (Tringham 2016, 57) in extolling practitioners to adopt more “complex lateral
thinking and playful exploratory imagination”in their research and practice. Consequently,
we wish to argue for the more imaginative intra-active development and deployment of
virtual techniques in archaeological situations through encounters with other disciplines
such as art practice (i.e. Virtual Art/Archaeology). Diffraction shows us that the effects
of difference matter. Hence, following Donna Haraway (Haraway 1992) and Karen Barad
(Barad 2007), our method is a diffractive one.

An Art/Archaeology Challenge
Daniel Lee (Lee 2020, 147-148) reminds us that archaeologists have a long history
of looking at, and analysing, archaeological sites and landscapes with a positivistic gaze,
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through differently scaled grids (in both vertical and horizontal planes), and claiming
to (re)present them accurately and objectively. However, as he also notes, hidden in these
apparently “static, a-political, safe, authorised images or ‘tracings’ of sites and landscapes”
is “a large dose of subjectivity” (Ibid.). Echoing Gillings and colleagues (Gillings et al. 2020)
who are also dissatisfied with these hidebound conventions, Lee (Lee 2020, 149) encourages
archaeologists to “experiment with the processes and materials of archaeology and explore
new ways of thinking about space, time and movement”. In advocating a more experimental
approach, he further proposes that “the practices, devices and processes that archaeologists
use everyday (walking, mapping, surveying, writing, photography, GIS) should be subverted
in order to explore new potential and interpretations” (Lee 2020, 155, our emphasis).
In other words, he is advancing an Art/Archaeology approach, one in which he does indeed
go on to explore very affirmatively in his own project. While we agree wholeheartedly with
Lee that more experimental approaches should be encouraged, we also think that escaping
the tyranny of the grid will be harder than many imagine. We are concerned because we
detect deep genealogies of looking using grids that are embedded in, for instance, the
aspect ratios of viewfinders and the rectilinear epitaxial light-sensitive crystalline lattice
ofthe Charged Couple Device (CCD) of the digital camera, the raster arrays of pixels composing
display screens, and the hardwired expectations of the firmware and software, black-boxed
into all contemporary digital imaging devices (Cubitt 2014, 100-111). However, we are also
hopeful that recent media studies will open up some of these black boxes and initiate new
and fruitful conversations between archaeologists and artists, to retheorise digital imaging
and computational photography in, and across, our respective disciplines (inter alia, Perry
2009; Cubitt 2014; Morgan, Wright 2018; Gatt 2019; May 2019; Miller 2019; Zylinska 2017;
2020; 2021; Dvorak, Parikka 2021; Likav¢an, Heinicker 2021).

Deceptive Images

In parallel to the evolution of Art/Archaeology and Virtual Archaeology, the technologies
of digital imaging and computational photography have evolved into a plethora
of sophisticated imaging techniques and devices. Indeed, imaging technologies have
become so ubiquitous that they permeate virtually every aspect of modern life in developed
economies. Consequently, increasingly huge quantities of images are constantly being
generated in every walk of life, discipline, industry, and government, from all over the planet.
From the expansive views pouring down on us from satellites, through the continuous streams
of drone and autonomous vehicle footage, endlessly repetitive selfies, and on down to the
micro and nano scale landscape studies using, for example, confocal microscopes produced
in laboratories, images are a relentless feature of modernity. It has become commonplace
for commentators to invoke expressions of catastrophe in connection to the vast blankets
of images entering digital culture, as witnessed by the widespread use of apocalyptic
metaphors such as “avalanches’, “deluges”, “eruptions’, “explosions” and “tsunamis” of images
(Dvorak, Parikka 2021). In addition to the amorphous phenomenon of “masses of images’,
we are also witnesses to the denser, concentrated, phenomenon called “the mass image”.
Any internet search of a popular tourist site, such as the Kremlin, Stonehenge or Angkor Wat,
will result in “an aggregate portrait tending towards a total image ... extending in time (in
spring; at dawn; in 1945)" (Cubitt 2021, 26). These aggregate or mass images are according
to Cubitt actually complex, composite, multitemporal data visualisations. Unpacking them
is an increasingly difficult challenge.

Images, it seems, are becoming unmanageable, indeed overwhelming. The question
arises: who or what are these so-called “off-the-scale” (Dvorak, Parikka 2021), industrialised,
scanned images aimed at? No human, or even an army of humans, could possibly look
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at, let alone analyse, even a small percentage of the enormous volumes of virtual “image
glut” spawned each day. Instead, other machines will automatically, and increasingly
autonomously, analyse these images. What might they see?

In this paper, we are not seeking truth or objectivity. We do not propose to review
the technologies and theories of the mass image. (For a very good recent update see the
collection of papers edited by Dvorak and Parikka (Dvorak, Parikka 2021).) Our aim here is
much more modest. We simply want to interrupt the gaze of the machinic intelligences we
increasingly rely on, albeit for just a moment, in order to prompt archaeologists, especially
the practitioners in the field, to review the nature of modern day archaeological images.
In particular, we seek to inject some diffractive and intentionally disruptive, but creative,
Virtual Art/Archaeological perspectives and insights around the fluctuating nature of the
materiality, and temporality of artefacts in images, and especially how the setting and
location of their places of discovery are conveyed in digital images. We will explore our
theme through a single artefact that Reilly discovered while fieldwalking early on in the
pandemic. The artefact in question is a flint tool, usually described as a “tranchet axe” or
“pick’, dating from the mesolithic period. Its form and setting were recorded in situ using a
digital camera, and then again in closer detail in a makeshift home studio. Afterwards this
studio “shoot” was processed using the well known archaeological and cultural heritage
computational photographic technique of Reflectance Transformation Imaging (@CHI n.d.;
Historic England 2018). A single frame taken from this compiled RTI of the tranchet axe was
then machinically, but aesthetically, enhanced in several studies using the perhaps less well
known but very popular machine intelligence technique known as Style Transfer (Gatys et
al. 2016; Miller 2019, chapter 7; Wang et al. 2020). We call the results of our experimentation
diffractive images, and it is to these that we now turn our attention.

Diffractive Images

Figure 1 is not a photograph. It is an image. The two technologies are distinct and
only faintly related. John May (May 2019, 50-52) sums up the distinction very neatly:
“Photographs, never intrinsically calculable, remain thoroughly visual. Images, structurally
calculable, are only apparently visual” The RTI of the tranchet axe that forms the basis
of fig. 1-4 has more in common with a spreadsheet than a traditional photograph. Every RTI
is composed of a raster grid of data made to look like a photograph. By selecting different
filters available in the RTI Viewer application the appearance and surface properties of our
virtual tranchet axe can be radically altered in order to enhance specific surface features or
characteristics of interest, as seen from a fixed viewpoint but interactively relit from multiple
lighting angles (fig. 1-4). Apparently different surface materialities can be generated by
using, for instance, unsharp masking (fig. 1), diffuse gain (fig. 2) or specular enhancement
filters (fig. 3). In addition, the calculated surface normals can be visualised using a false
colour palette (fig. 4).

RTIs exhibit a very interesting form of interference pattern known by quantum field
theorists as temporal diffraction patterns, in which “different times bleed through one
another” (Barad 2017, 68). This happens because RTl images are derived from information
extracted from multiple images taken of a stationary subject from a stationary viewpoint
at different times. The RTI variously rendered in fig. 1-4 was developed using 48 separate
images taken one after the other in some particular order in an ad hoc home office studio
set. The quality is not necessarily the best, but that is not really a point of concern here. Each
contributing image is clearly distinguished from each other by the different highlights and
shadows that are produced by projecting light onto the subject from unique but known
(or knowable) directions. Using the RTI Builder software, the lighting information from each
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image is synthesised into a mathematical model of the subject’s geometry and surface
properties, and then encoded in such a way that each constituent pixel of the compiled
RTI can accurately model how light behaves at the specific point of the surface it is
depicting. This allows users of the RTIViewer application to virtually re-light and investigate
their models interactively from a fixed viewpoint in extremely fine detail in any number
of different lighting sequences. Notice the shadows that fringe the tranchet axe (especially
in fig. 2). They show the superposition, or entanglement, of different light waves recorded
in the different images - taken at different times - diffracting through each other. This
temporal diffraction pattern is a tell-tale sign that a not quite “monstrous cyborg” (Haraway
1991), something we might call a temporal frankenstein, has been “enslaved” in the RTI
(pace Cubitt 2014, 270). We will return to the importance of cyborgs later.

Our next step was to explore some effects of diffracting machine intelligence through
our already diffractive RTI. The diffuse gain rendering of the RTl shown in fig. 2 was selected
for further experimentation in our Virtual Art/Archaeology collaboration because of its very
pronounced temporal diffraction pattern of overlapping shadows.

The Virtual Art/Archaeology study shown in fig. 5 encapsulates the effect of diffracting our
RTI of the tranchet axe with machinic cognition. It could be categorised as an example of A/
Art (see Miller 2019; Zylinska 2021). It was created by applying the computer vision technique
known as “Style Transfer’, a technology readily available via the internet, to our RTI. Without
going into detail, Style Transfer is a mode of artificial intelligence that relies on sophisticated
“neural algorithms of artistic style” (Gatys et al. 2016) using a very deep convolved neural
network (Simonyan, Zisserman, 2015) to extract the style of one image and transfer it onto the
content of another (see Miller 2019, chapters 7-12; Wang et al. 2020). The outcome is another
form of diffractive image that interlaces different styles and subjects through a machinic way
of seeing. In this instance, it also interlaces vastly different scales of perception. Here, our
“content image” was the compiled RTI frame shown in fig. 2, featuring the strongly defined
fringe of interlaced shadows that materialise the temporal diffraction pattern referred to earlier.
The applied style image is a creative commons Nomarski Differential Interference Contrast
microscopy rendering of a partially etched silicon integrated circuit wafer (Richstraka 1979).
The result of this diffraction experiment is Silicon Alchemy Il, which is a radical departure from
standard archaeological representations of flint or chert (i.e. silica) objects (e.g., Raczynski-
Henk 2017; Gatt 2019). It is oneof a series of diffractive digital studies exploring the recursive
intra-action of light, shadows, silica/silicon and artificial neurons (e.g. Reilly 2020).

Fig. 1
RTI of tranchet axe using diffuse unsharp masking filter. Image: P. Reilly & I. Dawson



Fig. 2
RTI of tranchet axe using diffuse gain filter. Image: P. Reilly & I. Dawson

Fig. 3
RTI of tranchet axe using specular enhancement filter. Image: P. Reilly & I. Dawson

Fig. 4
RTI of tranchet axe showing colour-coded surface normals. Image: P. Reilly & I. Dawson
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In this study the archaeologist’s usual analytical gaze upon the “impact scars” that shaped
the flint tool through the RTl image is radically disrupted when it is convolved through the
machinic gaze of a style transfer deep neural network (CNN). The outcome of this exercise is
a diffractive image in which the RTI multi-lit flint artefact, including its spacetimemattering
compound shadows, is seemingly transmuted and rematerialised as backlit stained glass.
The artefact is rendered recognisable as a pluritemporal, multiscaler phenomenon by an
eclectic posthuman cognitive assemblage. However, this cyborgic perspectiva naturalis
(Cubitt 2014, 210) is just one rendering of a digital description actually made to be
projected inwards in order for the internal “(re)viewer”, that is the software programme, to
be able to perceive and engage with it. This diffractive image reveals how the computer has
become engaged in the construction of visibility, and how the silica “eye” of the software
programme is active in its vision, in what it sees and how it displays its nature.

Our next Virtual Art/Archaeology study, Diffractive Tranchet Axe Landscape 2021, shown
infig.6, is theresult of diffracting our signature RTl style image of the human-held mesolithic
tranchet axe with the content of a satellite image covering several square kilometres of the
landscape in which the artefact was found. It was produced using the same Style Transfer
algorithm and CNN we employed earlier. Once again, hugely different scales of perception,
and notions of near and far, are being interwoven.

Fig. 5
Silicon Alchemy II. Image: P. Reilly & I. Dawson

Fig. 6
Diffractive Tranchet Axe Landscape 2021. Image: P. Reilly & I. Dawson



The pluritemporal palimpsests (Olivier 2011) of maculae exposed in the ploughed fields
(i.e. soil-based auto-expressions of buried features) are now rendered on the surface of the
tranchetaxe;theyreferenceandrelocateothertracesofarchaeologyfromthewiderlandscape
of discovery. Ironically, perhaps, maculae are increasingly being detected automatically in
remotely-sensed data using similar deep learning techniques based on CNNs (for a recent
summary of the state of the art automated remote sensing in archaeology see Davis 2021).
Here, however, just one area of such archaeologically autographic images (Offenhuber
2020), or self expressing “planetary diagrams” (Likavcan, Heinicker 2021), was framed by a
human and then interlaced with the multi-lit topography of the hand-holdable mesolithic
flint artefact. In other words, we convolved the RTI of the tranchet axe with the satellite
image of thelandscape setting of its place of discovery, as remotely-sensed through the gaze
of a“space archaeology” cyborg (e.g. Parcak 2009; 2019). As John Beck puts it in connection
with other abstract art aerial perspectives, this vertically distanced image sends “messages
as documentary and messages as art, one interrupting the other” (Beck 2013, 62). The result
can be described as “a posthuman diffractive image”. By which we mean that human and
machinic vision, human and much-bigger-than human scales, contemporary and ancient
temporal ripples, and art and archaeological practices, have been diffracted through one
another to produce a totally new conception of the place, setting and scale of the artefact
and its contemporary landscape.

For our final Virtual Art/Archaeology study, titled Track and Trace lll (fig. 7), we pick up
on Daniel Lee’s observation that archaeologists are “obsessed” with viewing the
archaeological landscape through “archaeo-mental maps” structured by scaled grids (Lee
2020). Again, we also experiment with the notion of location, setting, and time. Like all the
other studies presented in this paper, Track and Trace Ill was created during the ongoing
global coronavirus pandemic, in 2021. Throughout the pandemic many governments
implemented so-called track and trace systems to help control the spread of COVID-19.
In connection to this global tragedy the QR-code has become a zeitgeist of the pandemic.
In Britain, where they are placed prominently in every shop, cafe, business and hospital,
they are used to identify potentially contagious events, retrospectively, by identifying
where and when an infected person came into contact with other people. They are also
an example of what Joanna Zylinska calls “nonhuman photography”, meaning that they
are not of, by or for humans (Zylinska 2017, 5, original emphasis). QR-codes are machine
readable optical labels that can describe the thing or place to which they are attached.

Fig.7
Track and Trace Ill. Image: P. Reilly & I. Dawson
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They present themselves as a set of black squares arranged in a square grid on a white
background, and they are “read” by imaging devices such as a digital camera. In other
circumstances, compliance to the processes of “track and trace” allows organisations to
connect individual objects, or assemblages, to inventories and to track their movements.
Location, place, time, duration, provenance, and the use of grids are central concerns to
Track and Trace lll. As it happened, the find-spot of this particular tranchet axe had been
recorded using the what3words location finder application. What3words divides the world
into three-metre squares and gives each square on this global grid a unique three-word
address. In this study, the what3words location triplet of our findspot has been rendered
as a QR-code (incidentally, using another readily available online application). This
QR-code, declaring the unique what3words location triplet of our findspot, was then style
transferred onto the same compiled RTl image used in fig. 2.

Track and Trace Ill is therefore a study in the recursive interplay of grids laid out
at different scales and times, exploring different notions of provenance at different levels
of granularity and expression. Although eroded through convolution, both artefact and
grid somehow persist.

Discussion

Images are never “innocent”; they carry genealogies of seeing (Moser, Smiles 2005;
Cubitt 2014). Increasingly, we are witnessing the automation of archaeological digital
imaging and the widespread production of terrestrial, aerial and satellite orthographic,
multi- and hyper-spectral, images. In other words, our cyborg collaborators are generating
images with no perspective distortions, manufactured from a digital mosaic of digitally
manipulated component images that are stitched together. They present a synthetic view
that no human could experience directly. It becomes clear that the role of the archaeologist
in generating these images has been reduced to that of a mere “functionary” (see Flusser
2011), someone who Sean Cubitt (Cubitt 2014, 270) sees as “enslaved” to, by, and in the
media technologies they use, like the “writer who writes for his pen” (Virilio 1994, 76). Today,
atleast as far as terrestrial imaging goes, that“someone”is quite often an archaeologist who
is trained (or programmed) to compose an overlapping set of views — that, incidentally,
conform to millions of other similar excavation plan and section images that have been
taken by other field archaeologists all over the world for generations — and then press the
appropriate button (Lucas 2012, 242). Job done?

In the same year that Virtual Archaeology emerged as an idea in print, Donna Haraway
famously remarked that “We are all chimeras, theorized and fabricated hybrids of machine and
organism; in short, we are cyborgs” (Haraway 1991, 150). As the ever growing glut of images
that archaeologists and others produce needing to be analysed grows, the balance between
the proportion that is delegated to a human archaeologist versus that of their machinic
collaborators shifts considerably. Consequently, cyborgs emerging now are increasingly
ablend of majorian artificial intelligence techniques and a minorian of specialised archaeological
technocrats. One dystopian corollary might be that of a growing cohort of archaeological
functionaries whose majorian methodology and research questions have become enslaved
to the techno monsters that Haraway alerted us to 30 years ago (Haraway 1991; 1992). Indeed,
our diffractive Virtual Art/Archaeology approach may be regarded as the monstrous hybrid
spawn of nonhuman, posthuman, post-photographic cyborgs. We take the view that our
cyborgic Virtual Art/Archaeology studies have archaeological, artistic, humanistic and scientific
merit. We are in accord with Isto Huvila who suggests that a monstrous perspective may actually
be critically productive in the analysis of visualisation and social information technologies
in general. As Huvila argues convincingly:
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“Building on Haraway, the fact that photorealistic visualizations or other social
information technologies (combining human and machine in one) unfold as monstrous
cyborgs means that they have a potential to bring forth a range of new ways of in-
teracting and not interacting with information (i.e., information work practices and/or
information literacies) better and worse. To understand their potential and related risks,
it is important to delve into the complete entanglement of diverse programmes they are
driving and driven by, instead of falling back to a dualism of one programme and its
anti-programme.” (Huvila 2020, 54)

It is the contention of this paper that a Virtual Art/Archaeology approach is another
valid way of keeping both the technocratic and machinic gaze of our latter day “uber-
archaeologists” (Wickstead 2009) to critical account. By taking a miniscule sample of the
masses of availableimages, or condensed massimages, and then subverting them, including
their underpinning methods and philosophical basis, we have another transdisciplinary
way of holding at least some archaeological cyborgs, and their processes, to account. We
suggest that a Virtual Art/Archaeology approach both encourages and acknowledges
the importance of creative researchers in search of novel, diffractively critical, ways
of perceiving, understanding and knowing a new version of the “archaeological record”.

In this paper we attempted to critically analyse widely-used digital imaging techniques
by adopting a diffractive Virtual Art/Archaeology approach in order to deliberately dislocate,
disarticulate, repurpose and, ultimately, disrupt the normative narratives they habitually
evince. Along the way, we have diffracted art and archaeological practices, human and
nonhuman cognition, different times, contrasting modes of (re)presenting places and
settings, near and far, and other radically opposed scales of perception, to expose the
effects of difference and their different affects. Specifically, we have exposed for critical
review those pervasive grids, meshes and lattices that lay hidden inside archaeological
black boxes but continue to structure archaeological practice.

Clearly, diffractive images call for new and previously unfamiliar modes of viewing and
interpretation. However, as Mark Gillings, Piraye Haciglzeller and Gary Lock argue: “There
should be no limit to what is deemed mappable” (Gillings et al. 2020, 12) or, to extend their
insight, “imagable” The Virtual Art/Archaeology studies presented in this paper should not
be thought of as some kind of static record of an object, place or event. Rather, we offer them
as provocations. We hope that more practitioners embrace the idea of developing other
Virtual Art/Archaeology studies that productively unpack, disassemble and reassemble
other digital practices in order to provide new creative, and affirmatively critical ways
of looking at, and novel ways of presenting, archaeology positively.
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N. 10. MoHKpaToBa
(eBepo-BocTouHblit rocyaapcTBeHHblil yHuBepcutet, PO

C. B. batapwes
000 «HayuHo-npou3BOACTBEHHbIN LEHTP
NCTOPUKO-KYNbTYPHOI JKCMepTU3bi», PO

PYCCKUE TOPU3OHTbI «TEPPUTOPUW»: OMNbIT OPTAHU3ALINA
BMPTYAJIbHOWM BbICTABKI MO PE3YJITATAM PABOT
VMKATIHCKOWM APXEONTOTMYECKOW SKCMEQNLINA

BBegeHue

NcTopua TxnrmHcka — nepBoro ropoga Ha Tepputopun CoBpeMeHHon MaragaHckom
obnact — cBA3aHa C ocBoeHMeM Tepputopunnt B Cnbupmn n Ha OanbHem Boctoke Poccun
B XVII-XVIIl BB. Ha 0cHOBe apXx1BHbIX MaTEPUANoB 1 NCTOPUYECKMX ONMCAHUI BOCCTaHOBe-
Hbl COObITUA, CBA3aHHble C OTKpbITUEeM p. [xkurn B XVII B. M. CtagyxuHbim (BypbikuH 2015),
¢ GyHKUMOHUPOBaHKEM MMXHUrMHCKo KpenocTu (BaosuH 1995). TMUIMHCK paccmaTpurBan-
CA B KOHTEKCTe m3y4yeHunsa ocsoeHmA CeBepo-BocTtoka Poccmm (Haszaposa 2015); BbigeneHbl
3Tanbl B ero uctopum (KoHb, MoHKpatoBa 2019); cTaBUICS BONPOC O HEOOXOAUMOCTU €ro
BK/toUeHNA B [epeyeHb BbIABEHHbIX OOBbEKTOB KyNbTYpHOro Hacneamsa MaragaHckom 06-
nactu (Jlebenesa, MNoHkpaToBa, Bonkos 2020). Ocoboe BHUMaHME K TVXKUIMHCKY 6bino npu-
B/IeYEHO CO CTOPOHbI 0bLecTBeHHOCTM . MaragaHa 1 MaragaHckor obnact. O HEM Kak
0 «3abblTom ropoge» Ha CeBepe [anbHero Boctoka Poccum nucanu B coumasnbHbIX ceTax
(AdaHacbes 2017); ¢ rybepHatopom MaragaHckoi obnactu C. K. Hocobim obcy»xaancs Bo-
Npoc 0 HeEOOXOAMMOCTY NPOBEEHUA ero cneuuanbHbix ccneposaHuin (Mpecc-penns 2019).
CoBMmecTHO ¢ npaBuTenbctBom MaragaHckon obnactu (M. C. BpoakuH), o6nacTHbIM oTaene-
Huem «PIO» (A. B. HectepoBuu) 1 CeBepo-BocTouHbIM rocyfapCTBEHHBIM YHUBEPCUTETOM (fa-
nee - CBI'Y) numyumposaH v npu nogaepxke W. b. JoHuosa 1 BOO «PIO» (rpaHT no gorosopy
N2 13/2020-P) yacTyHO peanr3oBaH NCTOPUKO-NPOCBETUTENbCKIN NPOEKT «[XKUIMHCKanA ap-
Xeonoruyeckas akcneauumay (nanee — npoekT) (Ponkratova, Lebedeva 2020). B pamkax npoek-
Ta MecTOHaxoXaeHune [MKUrMHCKa npeasapuTenbHO nusydanocb B 2019 1, 1 Kak apxeonormye-
CKUNIN 06beKT BnepBble oH 06cneaoBaH B 2020 r. [XKMUIMHCKOW apXeonornyeckom sKkcneguumei
(nanee - skcnegmuusa) nog pykosoactsom C. B. batapwesa (oTkpbiTbin nnct N2 1555-2020)
1 W. 10. NMoHkpaTtoBoi. [onyyeHHble faHHbIe NO3BOANAN BOCCTAHOBUTb OCOBEHHOCTY ToMorpa-
bun 1 PyHKUMOHMPOBaHWA 06BbEKTa 1 CTasi OCHOBOW BUPTYaNbHOM BbICTaBKUN «[VXKUIMHCKasA
apxeonornyeckas akcnegmums: otkpbitna 2019-2020 rr.» (nanee — BbiCTaBKa).

BupTtyanbHaa BbicTaBKa «[VDKUIMHCKaA apxeosiormyeckasa sKcneguuna: oTKpbli-
™A 2019-2020 rr.»

[l Bcepoccuinckaa Hay4yHo-npakTuyeckas KoHdpepeHuma «YHuBepcuteTbl Poccun
B AMasore co BpemMeHeM», NocBsAwéHHan 60-netuto CBIY, nposoaunacb 19 Hoa6psa 2020 T.

© lMNoHkpaTosa W. 10., batapwes C. B, 2021
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B OHJaiH-bopMaTe B YCIOBUAX OFPaHNUYEHNA MaCCOBbIX MePONPUATUI B CBA3M C NaHAeMU-
enn COVID-19. B pa3gene KoHpepeHUmMmn Ha odrumanbHom cainTe CBIY 6bina npeacTasne-
Ha BbICTaBKa (puc. 1), co3gaHHadA npy NOMOLLM CUCTEeMbI MOATOTOBKM Npe3eHTaumnn Power
Point. IHpopmauma o BbicTaBKe pa3mellanach B coLmasnbHbIx ceTax. OHa cTana o6bekTomM
006CYy>KAEHMA He TONIbKO YYACTHUKOB KOHPEPEHLMM, HO 1 L, UHTEPECYIOLNXCA UCTOPUEN
POAHOro Kpas, KpaeBe[oB, ICTOPUKOB, apXeosioroB.

Llenb BbICTaBKM — NPOAEMOHCTPMPOBATb pe3ynbraTbl, MOMyYeHHbIe B YCIIOBUAX MNONEBbIX
nccneposaHmn OKH «fopog MixkmrHck» B CeBepo-IBeHCKOM paioHe MaragaHckorm obnacTu.
B ocHOBe 3KCNO3MLMM NEXMWT HayYHas KOHLIeNUmaA, onpeaenstoLwasa akTyabHOCTb CCefoBa-
HMA 06beKTa (puyc. 2), Lenn 1 3agaun NPoeKTa, Ha3HauYeHVe KOTOPOro — U3yUeHne KySbTypHO-
ncTopuyeckoro Hacneama MaragaHckon 06nacTy, BoCnuTaHye Y MOMOAEKN NaTPUOTUYECKOrO
OTHOLLIEHWA K Maio POAUHE 1 €€ NCTOPUK, BKIOUEHUE Tepputopun B cdepy Typrsma.

B dopmate cnaiifoB Ha BbiCTaBKe NMoKasaHbl KapTbl MecTa pacnonoxeHus (puc. 3, A, b),
Tonorpaduyeckme MHCTPYMeHTaNbHbIe MaHbl O6beKTa C NpuseraoLlel MeCTHOCTbIO Ha
OCHOBe opTOohOTOMNNAaHA, BbIMOMHEHHOIO No gaHHbIM BIMJ1A DJI Phantom 4 Pro npu nomo-
WK nporpaMmHoro Komnekca Photo Scan.

MonyyeHHble JaHHble MO3BONWAN HAMNAAHO MPOAEMOHCTPUPOBATL OCOOEHHOCTUN pe-
noeda 1 GyHKLMOHANBHO-MIAHNPOBOYHOE 30HUPOBAHME TeppuUTopUK 06beKTa (puc. 3, B).
Bbin 3aduKcnpoBaHbl OCTAaTKN 38 NMOCTPOEK B BUAE 3EMIISIHBIX BO3BbILIEHUI Pa3IMYHON
B nnaHe ¢popmbl (prc. 4, A). OCHOBHasA YaCTb MOCTPOEK PACNOIOKEHA HA MOBEPXHOCTU Mep-
BOW HafMNONMEHHOW Teppachl; 34eCb HaxoanTCA cenutTebHas YacTb ropoda U Knagbuule.
Mocne pacumcTKn OT COBPEMEHHON PacTUTENbHOCTU OQHOWM M3 NOCTpoeK (puc. 4, b) yna-
Nocb onpefennTb eé pa3Mepbl U KOHTYPbI C BbICTYNOM (BEPOATHO, OCTaTKM NMPUCTPONKM

Puc. 1
BupTyanbHas BbicTaBKa «[MXXMUIMHCKaA apxeonornyeckas skcneanums:
OTKpbITA 2019-2020 rr.»: TUTYNbHbIN ANCT.
MN306paxeHnus C. B. batapwesa, gusainH W. t0. MoHKpaToBoi
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WK BepaHAbl). B LeHTpanbHO YacT 06beKTa BbIABSIEH BXOA B CENUTEOHYIO 30HY B BUAE
NOXO6UHbI C onAbIBWKMK 6opTamu (puc. 4, B). C ceBepHOI 1 BOCTOUHOWN CTOPOH TeppUTo-
pus 06beKTa orpaHnYeHa KaHanamu, NpeaHasHaueHHbIMY AN 3aLWMTbl Fopoaa OT TYHAPO-
BbIX MOXaPOB 1 0TBeAEeHUs 136bITKa JOXKAEBON 1 Tanoi Bogbl (puc. 4, T).

lopop [VXXUTMHCK — NaMATHUK 3eMEeNPOXOAUYECKOTO ABVKEHNA
n pycckoro ocsoeHunsa CeBepa [lanbHero Boctoka Poccum B XVII-XIX BB.

Puc. 2
BupTyanbHas BbicTaBKa «[VXKMTMHCKaA apxeonormyeckas skcneanumna:
oTKpbITKA 2019-2020 rr.»: akTyanbHOCTb UCCIe[0BaHUA.
MN3o06paxeHusa C. B. batapwesa, anzainH . tO. MoHKpaToBo

Puc. 3
OKH «lopog MxurnHck» (MaragaHckan obnactb, CeBepo-IBEHCKNI FOPOACKON OKPYT):
A, b - KapTa panoHa nccnefoaHus; B — cxema GyHKUMOHaNbHO-MNAHVPOBOYHOMO
30HUPOBaHUA TeppuTopun. M3obpaxeHus C. B. batapLiesa
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Puc. 4
OKH «lopog lmkurnHck» (MaragaHckasa obnactb, CeBepo-IBEHCKMIA FOpoLCKO OKpyr): A — Tornorpa-
buruecknin nHcTpymeHTanbHbi naH OKH «fopog MxnrnHek»; b — octatkm noctporikm N2 24 nocne
PacunCTKM OT COBPEMEHHOWN pacTUTeNbHOCTY (BMA C ceBepa); B — Bxop B cenutebHyto 30HY (BuUA
C 3anafa; aspodoTocbemMKa); [ — NPOTUBONOXKAPHDBIA 1 BOJOOTBOAHOW KaHan B BOCTOYHOW YacTu
OKH (Bnp c ceBepo-BOCTOKa; aapodoTocbeMKa). M3obpaxkeHuna C. B. batapluesa

MemopuanbHaa 30Ha HaxogUTCA Ha HeGONbLUIOM YyAaneHWW K tory OoT CenutebHOoN
30Hbl. OHa pacnonoXeHa Ha NOBEPXHOCTH, Kpato 1 CKNOHAX NepBOW HafMOVIMEHHOW Tep-
pacbl (puc. 5, A). bbinn obHapy»keHbl OCTaTKK [EBATU MO, Ha KOTOPbIX COXPaHUAUCH
bparmeHTbl JepeBAHHbBIX KPECTOB Y KaMEHHbIX HaArpobui ¢ MeTaniMyeckumm orpagamu
K. T. MpxeBanuHckoro (puc. 5, b, B) u H. I. bparuna (puc. 5, [, E); oT ogHOM Morunbl ocTa-
nacb MeTannmyeckas Haarpo6Hasa nauta kynua . M. Bparuna (puc. 5, T).

B pa3BeiouHOM packone noLaabio 9 M? BblsiBIEHbI OCTATKM A€ PEBAHHOW NOCTPOWKY, 3rie-
MEHTbl KOTOPOW 3aNeranan BO BCEX NMOUYBEHHbIX FOPM30HTaX, M YCIOBHO pa3feneHbl Ha ocTaT-
K/ KPOBMW, ABEPHON KOPOOKM, CTeHbl, Mona, 6anok nepekpbitia nona, neun. Gotorpadum
1 PUCYHKM 31IEMEHTOB KOHCTPYKLMM AEMOHCTPVPOBANINCD Ha BbICTaBKe (puc. 6, A-B).

O6Hapy»keHHble B packone apTtedaKkTbl NpefcTaBneHbl Ha doTorpadusax. ITo npegmeTbl
6bITa 1 TOProBAW, PENUMMO3HaA aTPUBYTUKA, UHCTPYMEHTbI, MOCYAa, YKPALIEHUA, UFPYLLKN,
MOHeTbI 1 Np. (purc. 8). HanbonbLumnii HTepec y 3puTena Bbi3Banu KMOTHbIE KpecTbl (puc. 7, A),
nosonoyeHHasn urypka boropoauubl (4acTb CKynbNTYpHOWM KOMMNo3numm «PacnsaTre C npea-
cToAwwmMMN») (purc. 7, B), pparmeHT cepebpsaHOro HalobHOro oknaga (KopoHa) MKoHbl (puc. 7, B).
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Puc. 5
OKH «lopog MixurmHck» (MaragaHckas obnactb, CeBepo-DBEHCKUI FOPOLACKON OKpyr): A — MeMO-
puanbHaa 3oHa (Knapbule) (BuA c toro-3anapa; aspodorocbemka); b — 3axopoHeHwue, rpyHTOBaA
moruna K. T. MNp)KeBaNnHCKOro, KaMeHHasa MoruabHaA ctena (Buf C BOCTOKa); B — 3axopoHeHue,
rpyHToBas moruna K. T. Mp>eBannHCKOro, oCTaTKM MOFUAbHBIX MAWTbI U CTenbl (BUA C ceBepa);
[ — 3axopoHeHve, MeTannnyeckas nauta ¢ morusbl M. M. BparuHa (Bua ¢ 3anaga); [ - 3axopoHeHue,
rpyHToBasa moruna H. I. BparnHa, yacTb MOrMAbHOM MeTaNIMYeCcKon orpagbl (BMA C IOro-BOCTOKa);
E - 3axopoHeHue, rpyHToBas moruna H. . bparnHa, yactb KameHHOro obenucka c anuTaduen
Ha aHINNCKOM si3blKe (BUA C loro-BocToka). M3obpaxeHnus C. B. batapweBsa

He meHbLlniA MHTepec 6bin NPOABNEH K MOHETaM, KOTOpble 0COOEHHO BaXKHbl ANA YCTa-
HOBJIEHUA XPOHOMOMMUYECKMX FPaHNL, GYHKLMOHMPOBaHMA ropoga (puc. 8, A, b). Camon paH-
Hel No faTe YeKaHKM CTala MOHETa, oTHocAWaAcA K cepepmHe XIX B. (20 koneek 1879 r.),
CamMbIMM MO3AHUMKN — MOHeTbI 1938 T. (gocTonHCTBOM 1 1 2 Konenkun). bbinn HarmaeHbl Mo-
HeTbl, OTYeKaHeHHble Kak BO Bpems cyllecTBoBaHUA Poccniickon nmnepun (1909 r), Tak
1 B coBeTckoe Bpemsa — B 1924, 1930, 1931, 1936 rr. EAnHNYHOM ABNAETCA HaxoAKa ANOHCKON
MOHeTbl «KyaHb-lOH TyH 6a0» ¢ XapakTepHbIM A1l BOCTOUYHbIX MOHET KBafjpaTHbIM OTBEPCTM-
€M B LieHTpe. BbinycK Takmx MOHeT ocyLecTBnanca ¢ 1626 no 1860 r.
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Puc. 6
OKH «lopog MxurnHck» (MaragaHckas o6nactb, CeBepo-IBEHCKMI FOPOLACKON OKpYr): A — packon,
paspes3 3anagHon CTeHku (BMA C BOCTOKa); b — packon, anemeHTbl KOHCTPYKUMM AepeBAHHON
MOCTPOWKM (PUCYHOK); B — packom, 3neMeHTbl KOHCTPYKLUUM AepeBAHHON nocTpoiikn ($oTo).
MN306paxeHus C. B. batapweBsa

3HauUUTENbHYIO OO HAXOAOK COCTABAAIOT UHCTPYMEHTbI: PeMECTIEHHbIE CETbCKOXO-
3ACTBEHHbIE, 6bITOBbIe. Cpeam HUX TOMOPBI, IoNaTbl, HOXK, MONOTHa KOC, 3ybuna, MonoT-
KW, NNOTHULUKMI BypaB, AeTann CEHOKOCUIIKN, a Take abpa3mBbl A1A 3aTOUKM U JOBOAKM
opyaun (cm., Hanpumep: puc. 8, B, ).

OTgenbHyto rpynny NpefcTaBnaoT U3genva n3 6MBHA MamMoHTa — Bbipe3aHHan Hebonb-
was durypka yesioBeka v KpynHblil pparmeHT OMBHA C NOATECKOW HA OJHOM KOHLe (CMm.,
Hanpumep: puc. 8, IN. CnegyeT 0TMETUTb U HAXOAKY AETCKOW UTPYLIKW — AepeBAHHYI0 Gu-
rypky 3anua (puc. 8, E).

K kaTeropuu nHAnBUAYanbHO-ObITOBbIX HAXOAOK OTHECEHbI XeHCKMe rpebHu, pacyé-
CKK, bricep 1 6YCUHbI, PparMeHTbl 1 CTEKNIAHHbIE NPOOKM OT NapdromepHbIX GDriakoHOB, Me-
TaNnnMyeckre HOXXHULLbI, MyHALWTYKW, NEePOUYNHHDINA HOX, OracHan 6prTBa, KONbLO, NyroBu-
Lbl, KPbILIKY OT KapMaHHbIX YacoB MW NyApeHuL, 3yOHble LWETKU, MeTannyeckmne NpsxKu
1 np. (cm., Hanpumep: puc. 8, X-W). 3adpukcrpoBaHbl B 60/bLIOM KONMYeCTBe GparmMeHTbl
dapdopoBoli, asgHCOBOW 1 CTEKNAHHOWN Nocyfbl (6aHKW, OYTbINKN 1 NX GparmeHTbl) (Hanpu-
mep, puc. 8, K).
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Puc. 7
Penurnosnble aptedaxtbl OKH «fopop MKnrnHck»: A — KNOTHble KpecTbl;
b — durypka boropogmupl (4acTb CKynbnTypHOI KOMNO3uLUmn «PacnaTtre c NpeacToAWMMMNY);
B — ¢pparmeHT cepebpaHoro Hanob6Horo oknaga (KOpPoHa) NKOHbI

MNockosbKy npefcTaBiieHHble Ha BbICTaBKe MaTepurasibl MOTYT Bbi3BaTb aXKMOTax cpe-
AV «4EpHbIX KonaTesien», Ha 3aKoUunTesIbHbIX Cnanfax opraHM3aTopamun BbiCTaBKK JaHa
nHpopmauma o BknoueHn OKH «Topog MxnrnHck» B MepeyeHb BbiABNEHHbIX 06bEKTOB
KynbTypHOro Hacnenua MaragaHckolr o6nacTi 1 3anpeLLeHun packornok Ha TeppruTopun
6e3 crneymanbHOro paspeLlueHus.

3aknioueHve

B uenom onbIT opraHM3aummn BbICTaBKM NO3BOJIAET clieflaTb BbIBOZ4 O TOM, UTO OCY-
LeCTBNIEHNE BMPTYasibHbIX SKCMO3ULMIA MO pe3ynbTaTaM NosieBbix PaboT npoBeaEHHbIX
B TEKYLLEM FrOfly apXeonornyeckmx sKkcneanLmin He TofIbKO BO3MOXHO, HO 11 HEOBXOAMMO.
C oHOW CTOPOHbI, N306pakeHNA OOHaPY>KEHHbIX MaTePMaNoB AOCTYMHbI 6OMbLIOMY YMC-
ny 3puTenen, ¢ Apyron — BM3yanu3npyTcAa HayYHbIM COOOLLECTBOM U Cpa3y CTaHOBAT-
CA NpeamMeToM AUCKYCCUM, MO3BOMAIOT HAMETUTb HaMpPaB/IEHUs UX HAyYHOro U3yyeHus
Ha 3Tane 1abopaTopPHbIX aHANN30B N UHTEePMNpPeTaL .

Mpy opraHn3auny BUPTYanbHOWM BbICTaBKM OYEHb BaXKHO HasMuve KauyeCTBEHHbIX UC-
XOAHbIX MaTEPUANoB — MOJIYYEHHbIX C MOMOLLbIO OPTOPOTOCHEMKM TonorpadpryecKmnx
WNHCTPYMEHTasbHbIX MiaHOB 00bekTa, 0bpaboTaHHble B pepakTopax ¢otorpaduin ap-
TedaKToB 1 MNp., YTO BO3MOXHO TOSIbKO MpW CNIaXKeHHOW paboTe crneumnancToB PasHoro
npoduns. CosgaHHaa B popmate npeseHTaumm Power Point BbiCTaBKa MOXET CTaTb Ma-
KETOM [1A OpraHmM3aumn CTaLMOHAPHOW 1 Bble3fHOWM BbICTaBOK My3es, a eé anpobauuns
B BMPTYaIbHOM NPOCTPAHCTBE MO3BOJINT BbIABUTb HEAOCTATKU U1, HAOOOPOT, OTMETUTb Hau-
6onee apdeKTHbIE ANA 3PUTENBCKOrO BOCMPUATMA aCneKTbl.
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Puc. 8
ApTtedakTbl, 06HapyxeHHble npu wnccnegosaHum OKH «fopop TwxuruHck»: A, B — MOHeTbl;
B - metannunueckuin tonop; I — ¢urypka yenoseka M3 6MBHA MaMOHTa; [1 — nonoca (KAMHOK)
MeTannmMyeckoro Hoxa; E — pepeBaHHan durypka 3anua; XX — nnactmaccoBbli rpebeHb; 3 — 6yCUHbI
N CTeKNAHHBINA 6ucep; I — meTannuueckan KpbiWKa NyapeHuLbl UK Kopryca KapMaHHbIX Y4acos;
K — dparmenTbl dasHcosol nocyabl. M3o6paxeHus H. A. lopodpeeBoi

Kpome Toro, AaHHbIn opmaT He TpebyeT 0COObIX HaBbIKOB KOMIMbIOTEPHOW rpaMoT-
HOCTU 1 MO3BOMAET ONEPATUBHO, HEe AOXKUAAACH MYBANKALMUN HAaYUYHbIX CTaTel U op-
raHM3aLuunmn CTalMOHAPHOW 3KCNO3nLUMK, NPeacTaBUTb pe3ynbTaTbl Cpasy nocne noJse-
BOrO CE30Ha apXeoNIornMyecKom sKcneaguuuu.
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RETHINKING THE ANALOGUE - FROM VIRTUAL
ARCHAEOLOGY TO A DIGITAL EXHIBITION

Introduction

In 1993, workers discovered a mummified human head during exploitation in the salt
mine of Chehrabad, Province of Zanjan, Iran (Vatandoust 1998).This find marks the beginning
of more than 20 years of international and interdisciplinary research. The mummified head
dates to Sassanian times and is known to the world today as “Salt Man 1”. The salt extraction
in Chehrabad continued until 2009 and led to the discovery of further mummified human
remains, which were, in accordance to the first find, named “Salt Men of Zanjan”. These salt
mummies as well as the site are a unique cultural heritage for humankind.

In 2004, archaeologists made an exceptional discovery during a rescue excavation. This
find, the mummy of a 15 to 16-year-old youth, is - to date — the best-preserved salt mummy
known worldwide (Aali 2005). In 2007 an international research project started, co-headed by
the German Mining Museum Bochum and the Zanjan Saltman and Archaeological Museum.
All these efforts led to the halt of the commercial exploitation of the salt mine in 20009.
Subsequently, the salt mine was declared a cultural heritage site (Aali et al. 2012). In multiple
excavation campaigns not only the salt mine itself, but also its surrounding area were studied
thoroughly. The results of these joint efforts were published in two monographs (Aali, Stéliner
2015; Stoliner, Aali, Bagherpour Kashani 2020) and various further articles (e.g. Aali et al. 2012;
Ohrstrém et al. 2016; Pollard et al. 2008; Ramaroli et al. 2010; Vahdati Nasab et al. 2019).

Digital Archaeology at the Zanjan Excavation

Beginning with the 2016 campaign, digital documentation methods were used
increasingly, both in the field and in the offices. In past campaigns, GIS mapping and
interpretation were already employed, but thanks to technological advances new methods
could be applied in this project, especially photogrammetry-based 3D documentation and
the usage of unmanned aerial vehicles (UAVs) (fig. 1).

3D documentation of ancient mines is a desideratum pursued for more than twenty years
(Steffens, Schimerl 2021). Only in recent years, the technological progress allowed processing
the highly irregular geometry encountered in ancient mines for larger datasets, thus enabling
the researchers to continuously 3D document an excavation and process the captured raw
data in the field. Though many different methods of 3D documentation were tested

© Schimerl Nicolas, Weber Pia Patrizia, Stollner Thomas, 2021
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Fig. 1
The UAV flights were also used for an in-depth study
of different photo acquisition apps. Photo: N. Bagherpour Kashani

in underground mining sites, none have proven as efficient as image-based modelling,
often also referred to — as pars pro toto — as structure from motion (SfM). Besides allowing
for a highly mobile and flexible documentation, one of the key advantages of a photogram-
metry-based workflow is the nature of the raw data — photographs - itself, as the hundreds
of photos allow generating a highly detailed texture. In contrast to image-based modelling,
terrestrial laser scanning (TLS) has proven to be quite inefficient in the oftentimes jagged
and narrow cavities found in mines of archaeological interest. The texture captured by TLS is,
in comparison to a texture generated with image-based modelling, also lacking in quality and
potential resolution. While the colour information is oftentimes of interest in an archaeological
context, itis even more so in mining archaeology, as tiniest traces of ore veins, soot, or tool marks
too shallow to be present in the geometry of a 3D model can help interpreting the mining sites.

The salt mine of Chehrabad is nowadays an opencast mine covered by a man-made
roof for protection of the archaeological site against the forces of nature. The encountered
geometry reflects the site’s nature of an underground mine in Achaemenid and Sassanid
times. Therefore, applying a photogrammetry-based 3D documentation deemed a natural
decision. From 2016 onwards a 3D model of every excavated layer was photographed
and processed, leading to a very rich dataset allowing to interpret the stratigraphy of the
site, combined with the detailed Harris matrix, in a four-dimensional way. The detailed
documentation of the tool traces preserved in the rock salt allows to study the mining
techniques applied in Achaemenid and Sassanid times elaborately as well as to compare
them to tool traces created by the researchers in archaeological experiments. By comparing
the datasets, it could be proven that the technique used by the researchers resembled that
of the Sassanian miners — at least regarding the traces left by the exploitation process.

Combined with extensive geoarchaeological core drillings and geoelectrical surveys, the
generation of a landscape model of the salt mine and its surrounding area was a crucial step to
get a deeper understanding of the interlinkage between the salt deposit, its exploitation, and
the land usage around the Douzlakh. The first efforts of documenting the landscape with a DJI
UAV started in 2016. The promising outcomes led to two further documentation campaigns
finally resulting in a highly detailed landscape model covering about 4.5 square kilometres with
a ground resolution of about two square centimetres per pixel. A landscape model of this size
and ground resolution is unique in Near Eastern salt mining archaeology (fig. 2).
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Fig. 2
Hillshade view of the landscape model showing the terracing used for water irrigation
in modern times. Screenshot: N. Schimerl, German Mining Museum Bochum

Fig. 3
Avatar of Salt Man 4 with digitally reconstructed clothing. 3D Model: A. Moskvin

The hillshade model deriving from this 3D model was used to study the land usage
in modern and past times (Draganits et al. 2018). In 2020, the dataset could also be used to
plan a water beneficiation system for the village of Hamzelooh adjacent to the salt mine.
Future planned steps include a combination of the UAV model with the close-up 3D models
of the excavation areas, the core drillings and the geoelectrical data for further analysis (fig. 3).
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3D documentation of the mummies and other finds also played an important part
in the digital strategy of the project. The salt men displayed in the Zanjan Saltman and
Archaeological Museumweredocumented with photogrammetry-based 3D documentation
in 2016 while “Salt Man 1” was documented in the National Museum of Iran in Tehran
in 2017. The 3D models allow studying the salt mummies without having to interfere
with the conservation or otherwise endanger them through direct contact. Based on the
3D model of“Salt Man 4”and the thorough textile archaeological research, researchers at St.
Petersburg State University for Industrial Technologies and Design recreated a digital avatar
of “Salt Man 4" and his complete clothing and equipment (Moskvin, Moskvina, Kuzmichev
2020). Some finds like the equipment of “Salt Man 4" also were 3D documented during the
excavation campaigns and during work in the Zanjan Saltman and Archaeological Museum.
These models are not only used for the scientific study of the objects but are also part of
the digital exhibition “Death by Salt. An Archaeological Investigation in Persia”' (fig. 4, A-C).

A B C

Fig. 4
Ceramic vessel found with Salt Man 4. Photo: German Mining Museum Bochum (A); Solid 3D model
of the ceramic vessel found with Salt Man 4. 3D Model & screenshot: N. Schimerl, German Mining
Museum Bochum (B); Textured 3D model of the ceramic vessel found with Salt Man 4. 3D Model
& screenshot: N. Schimerl, German Mining Museum Bochum (B)

From Virtual Archaeology to a Digital Exhibition

Death by Salt. An Archaeological Investigation in Persia

Based on the excavations in Chehrabad, not only an international research project has
developed over many years, but also the results of the research on the cultural heritage
of the “Salt Men of Zanjan” were to be presented to the public. The exhibition “Death by
Salt” has taken on this task. The exhibition’s narrative follows the archaeologists as they
investigate the “Salt Men” as well as the salt mine and its surrounding area.

Different exhibition areas display the results, hypotheses and working methods of various
disciplines such as archaeobotany or palaeomedicine. The connecting element of the
individual exhibition areas are black and white drawings that visualise the results. In the end,
all these illustrations are pieced together like a jigsaw puzzle, resulting in the hypothetical
last day of “Salt Man 4" in a graphic novel. The visitors get to know the protagonist “Salt Man
4" as a young man, who is excited about his new work, and then follow him into the mine,

'The exhibition can be visited at www.death-by-salt.com; see also: StélIner et al. 2020. At this point, we
would like to thank the exhibition team. In particular: Sandra Badelt, Karina Schwunk, Manfred Linden,
Katja Kosczinski, Fabian Schapals, Kristina Franke, Heinz Schaber and his team, as well as all the other
people involved at the German Mining Museum and the other institutions involved.
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A B
Fig.5
Excerpt from the Graphic Novel: Salt Man 4 tries to escape from the collapsing mine.
llustration: S. Saidi (A); Excerpt from the Graphic Novel: Salt Man 4 standing.
He is the protagonist of the Graphic Novel. lllustration: S. Saidi (B)

Fig. 6
Mummy of Salt Man 4. Photo: K. Stange

where the tragic accident happens. Therefore, the illustrations not only show the research
results but also appeal to the visitor emotionally. Furthermore, only what can be scientifically
verified is shown in detail - the rest is left to the visitor's imagination (fig. 5, A, B, 6).

The aim of the exhibition is to make archaeological research accessible using the “Salt
Men"as an example. For this purpose, the analogue exhibition was expanded by Augmented
Reality (AR) and by the digital version further developed into a science-centre-like exhibition
that is attractive to a wide range of visitors (Falk 2009). The digital dimension of the exhibition
offers the possibility to expand the content for the respective target groups. Thus, academic
literature is made available to the professional public. Interested visitors can discover models,
interviews and animations in addition to the exhibition itself. Less interested visitors can get
a stimulus from the graphic novel. The exhibition is optimised for different types of digital
visitors (Gries 2016). It can be accessed from a wide range of devices such as PC, smartphone
or tablet and offers further information on social media and a website.
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Virtual Exhibition

The question arises as to what possibilities digital archaeology brought to the special
exhibition “Death by Salt” The discussion about the term “virtual exhibition” — as a
synonym for digital, virtual, electronic, online, hypermedia, web, or cyber - is neither new
nor concluded (Schweibenz 2019; Samida 2002). After the digital turn, museums began
to present their content on the internet. The variety ranges from the presentation of digital
objects and collections to website-based exhibitions, to a 360° image of the exhibition
sites, such as Google Arts&Culture. Virtual exhibitions are often seen as an “extension of the
physical museum into the digital realm” (Schweibenz 2019) (fig. 7).

Fig.7
Screen capture of the digital exhibition “Death by Salt"
Photo: N. Schimerl, German Mining Museum Bochum

The digital exhibition “Death by Salt”is a 1:1 scan of the exhibition spaces that has
been expanded with a digital layer as well as digital objects. In this context, digital
objects are understood as 3D models of the artefacts, interviews and illustrations that
convey content (Ddring 2016). For analogue exhibitions, it is not sufficient to simply put
together objects in showcases. Visitors want to engage with the objects and the exhibited
topic. For digital exhibitions, it is therefore even more important to enable the visitor to
dive deeper into the different object layers. This means, it should be possible to examine
objects more closely, supplement them with more information than can be seen with
the blank eye and contextualise them not only historically but also with the scientific
research methods, which were used in analysing the object (Fackler, Pellenghar 2019).
In “Death by Salt”, the digital layer offers visitors in-depth information and 3D models
of the objects as well as information about the scientific research. 3D models generated
by the researchers were made available to the public. The objects are contextualised and,
in some cases, supplemented with further information. This matches the requirements
for digital exhibitions as well as creates a synergy between digital archaeology and
digital exhibition.
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Unlike 360° panoramas with one predefined viewpoint in each room, visitors of “Death
by Salt”can explore the exhibition area freely. Thus, they have the opportunity toaccompany
the researchers in their work, check their hypotheses and form their own picture of the
results, just as they would during an on-site visit. It is possible for visitors to create their own
narrative and not follow a predefined sequence. Visitors can visit the exhibition regardless
of location and time. In addition, the digital exhibition has the advantage that it can be
adapted to new research findings. In analogue exhibitions, this is either associated with
high costs or is not done due to the short duration.

Digital Media in the Analogue Exhibition

The connection between virtual archaeology and digital exhibition is also pronounced
in the analogue space. Thus, AR extends the exhibition. In this paper, augmented reality
is understood as the extension of the real environment by a virtual level with the help
of tablets and/or smartphones (Seitz, Kerber, Bernsen 2017; Grevtsova, Sibina 2018).

Objects such as the Salt Mountain and “Salt Man 4" are indispensable to the exhibition’s
narrative but cannot be physically exhibited in the museum. Based on the GIS and SfM
datasets, a 3D print of the mine was integrated into the exhibition and enhanced with AR.
Based on the highly detailed texture generated from the hundreds of photographs used for
generating the 3D model, it was possible to colourise the 3D model accurately. Through AR,
the 3D print of the excavation area visualises the finding places of the “Salt Men”and shows
the stratigraphy as well as Sassanid and Achaemenid tool traces. An object that cannot be
exhibited can now be shown in a museum through the means of digital archaeology while
at the same time presenting some of the methods of digital archaeology themselves. “Salt
Man 4" is a similar case. For conservation reasons, he is not transportable. Nevertheless,
thanks to the digital data and the model calculated from it, he is now shown virtually
inthe exhibition.The annotationsin the AR layer allow visitors to explore the research results
at their own pace while simultaneously engaging with the 3D models of the mummy and
his belongings. In this way, data and objects that are normally reserved for a small group
of researchers are made accessible to a larger group.

The exhibition is therefore based on a trans-medial approach (Seitz, Kerber, Bernsen
2017),which, inaddition to printandillustration, alsoincludes the virtual extension of reality.
This makes visible what would otherwise remain hidden to the visitor. Furthermore, the
exhibition is based on the concept of the“blended museum”, in which virtual and real forms
of presentation are combined and mixed. So, the “Salt Men” can be visualised through AR,
which also offers an interactive educational approach at the same time (Klinkhammer,
Reiterer 2017).

Conclusion

Digital visitors have hardly been of interest to museums. Due to the pandemic in 2020,
a change can be observed in this regard. Closed museums are increasingly relying
on digital offers. “Death by Salt” is a prototype of an exhibition converting both analogue
ways of presenting archaeological research results into the digital space as well as vice
versa. Since the opening of the virtual exhibition in April 2021 more than 42.000 visitors
from all over the world have viewed the virtual tour (as of July 2021). This particularly shows
the importance of such formats for future museums and their digital offers.

Through the digital documentation created during the fieldwork and in the museums,
an extensive library of virtual assets was accessible during the conception of both the
analogue and digital exhibition. By using these datasets, the virtual exhibition could be
realised relying on many more different layers of information than would otherwise have
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been possible. This shows how virtual archaeology has become a part of archaeological
work and is now also making its way into the museums, opening the findings to a wider
public. As a side effect, not only the data deriving from digital archaeology play an
important part, but the discipline itself is provided a“stage” in the exhibition.

Finally, a prerequisite for an exhibition of this kind is not only having applied
digital documentation methods during the research leading to the exhibition, but also
the collaboration between archaeology and educational science. Without conside-
ring what visitors should take with them from the interaction with digital offers, the
latter are threatened to become gimmicks without deeper pedagogical meaning.
Therefore, virtual archaeology opens up new exhibition possibilities that are still
largely unexploited.
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VIRTUAL REALITY VIDEO IN DIGITAL
CULTURAL HERITAGE APPLICATIONS

Introduction

Cultural heritage now can be experienced. Digital technologies recreate original
appearances of cultural monuments and life inside them. Interactive digital storytelling
(Rizvi¢ et al. 2017a) introduces the viewers to historical information through short
interconnected stories resolving the problem of short attention span of the audience and
their reluctance to read. Virtual, Augmented and Mixed Reality technologies transfer the
users in the past. An important part of digital cultural heritage applications is VR video.

As rightly stated in (Wohl 2019), VR video “has been one of mankind’s oldest and most
persistent dreams.” The idea of creating an alternative constructed reality to share one
person’s unique experience was invented in the first rock art drawings. Nowadays, 360°
cameras are recording their whole surroundings. The viewer is no longer in front of the
screen, but “inside it". VR video is not only a 360° camera recording, but any other content
recorded, computer-generated or composited, saved in a format supporting Head Mounted
Display. Having the audience inside the shot or computer-generated environment, the
classical film language grammar and production rules are not applicable. There is no
composition of the shot using camera positioning, no close-ups or other means film and
theatre directors have been using to attract the attention and stage the story.

In this paper we present our experience in 360° filming and VR video production in order
to assist the future VR producers and directors. Our work was focused on cultural heritage
topics. In the Related Work section we will discuss other pioneering VR video projects, with
their advantages and drawbacks in comparison with ours. In the VR Video Cinematography
section 360° cameras, shot composition, lighting and sound recording challenges will
be considered. In the Experiences section we will present our solutions to the above-
mentioned problems within several VR production projects. In the User Feedback, selected
comments from user experience evaluation studies will show how the users react to VR
video. In the last section, we will present our conclusions and future work.

Related Work

Many film and video researchers or avant-garde filmmakers are exploring the possibilities
of 360-degree video recording. We can even say that popularity of 360° video recording
has started to rise with Virtual Reality headsets (VR Headset) falling in price and becoming
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more available for home usage (Baobab Studios 2018). However, 360° video recording
is a completely new approach to how we can record video and many rules are still not
set. Yet many of the existing rules cannot be completely applied to 360° video shooting.
These differences become even more distinct if we view 360° videos using Virtual Reality
headsets. Austin Baur describes the work on the set of a VR film and talking to the film
writer/director about the challenges faced while preparing the film (Baur 2016). Guiding
the viewer’s interest in 360° video and blocking for actors were the biggest encountered
problems, which falls in line with things we were spending most of the time solving.

However, a completely new area of interest has opened up with the rise of the VR headset
market (Mateer 2017). Digital content for preserving and presenting cultural heritage has
risen to a new level. 360° video has allowed us to film natural locations and put the user
in the middle of different cultural heritage sites. Combining these videos with artificially
recreated environments, users can feel as if they are travelling through time while watching
the content everywhere around them. To enhance the feeling of immersion, placing actors
inside the video allowed us to emphasize the importance of storytelling (ElImezeny et al.
2018).This is confirmed in the Livia’s Villa project, where actors were 3D modeled in the first
version, and then changed with the real actors in the second version of the application. It
gave users a greater feel of belonging to the environment and more interest in the story
the actors told (Pietroni, Forlani, Rufa 2015).

We first tried this approach in an interactive digital story about a ship that sunk near
Kyrenia around 288 BC (Rizvi¢ et al. 2017b). Actors in 360° videos about cultural heritage
can greatly increase user immersion. They significantly contribute to storytelling and are
adding another emotional level to the experience. Actors’ contribution to VR videos is
described in (Rizvi¢ et al. 2019). The story is about Baiae, an ancient Roman town on the
northwest shore of the Gulf of Naples. Following the experience of these works, and doing
different field tests, we proceeded with our own projects. The primary task was to find
equipment that would suit our video and audio needs and come up with solutions on how
to record both video and sound on the set.

VR Video Cinematography

The 360° camera market is rapidly growing. We could actually say the same for the
camera and technology market in general, but the changes in 360° cameras are much
more significant from generation to generation. The camera of choice for our projects was
Garmin’s VIRB 360. It is a consumer-level camera, but with a higher resolution than most of
the cameras of that level. Also, it is very fast to work with, since it can show 4K resolution
in real-time. For filming in 5.7K, it has dedicated software which stitches the video quickly
afterwards. When choosing a camera to work with, one has to pick two traits out of three:
Fast, cheap, good (Wohl 2019) and this was just what we needed for our projects.

But we faced another challenge. In conventional video, framing is the main tool for
telling a story. However, in 360° video, everything is inside the frame. We had to decide
whether we wanted the action to happen everywhere around 360 degrees or narrow it
down to 120-150 degrees in front of the user. This is still debated by many authors. Some
of them believe in the formerand others in the latter (Passmore et al. 2017). We decided to go
for full 360-degrees but slower-paced storytelling. We kept a similar approach throughout
our projects. This decision, however, made lighting and sound equipment placement even
harder than it already is in 360° video. The all-seeing eye of the camera pushed us in two
directions for the lighting setup. Either use a lot of natural light, or place the light inside
the frame and make it a part of the shoot. Many 360° video creators are choosing similar
solutions (Wohl 2019).
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Similar difficulties are encountered with sound equipment placement. On usual sets,
a hypercardioid microphone (or more commonly known as a shotgun microphone)
is used to record dialogue. However, they are very inconvenient for using in 360° video.
We decided to rely on lavalier microphones placed on actors and around the set. This
decision made sound post-production more demanding, but solved the problems
of microphone placement in shootings on the sets. We still used shotgun microphones
for recording actors on green screen when we did not need the actor to actually be
on the location. After making these decisions and structuring our ideas around them we
were ready for the upcoming filming.

Experiences

iMARECULTURE was our first project with newly acquired equipment. At the start
of the project, we still did not use a 360° camera for filming. All of the filming was done with
Sony A7s Il camera with actors in real locations or in the studio with green screen. The VR
environment was programmed as actors were added to virtual space. We also added screens
inside the VR where videos we filmed on the locations were played. It was our starting point
for analyzing users’behavior in VR, and how actors can be used inside the space.

VR Simulation of Mostar cliff diving & Sarajevo War Tunnel VR

Two smaller projects, perfect for our first tests with 360 VIRB Camera, consisted
of two parts. One where we model the VR environment and the other with the 360° video.
The first was the VR Simulation of Mostar cliff diving project where we filmed the location
of abridgein Mostar, Bosnia and Herzegovina, using the 360° camera, as well as an interview
with a famous cliff diver. Users can listen to the interview while virtually standing in the
middle of the crowd below the bridge, and after passing the quiz proceed to jump off the
bridge. The latter part is done in Unity 3D. We took the same approach in the Sarajevo War
Tunnel VR project. We filmed real locations with the narrator walking around the scene
of a 360° camera talking about his experiences from those locations in wartime. After
listening to all of his stories, the user moves to the museum, which was also filmed with the
360° camera. While standing in the middle of the museum he/she answers questions from
the stories and gets the chance to virtually walk through the tunnel that saved Sarajevo
during the siege in the 1990s.

Roman Heritage in Balkans & OId Crafts Virtual Museum

Combining the techniques we used in the iIMARECULTURE project with the Mostar
cliff diving and Sarajevo War Tunnel experiences brought us a new way to tell a story
in virtual reality domains. In the Roman Heritage in Balkans project, we visited eight
Roman sites around the Balkans and filmed them with a 360° camera (fig. 1). With the
help of historians and archeologists we collected information about those sites and how
exactly they looked in Roman times so we could model them and recreate them inside
our virtual space. The third step was filming actors on a green screen. An actress played
several characters from the Roman period. Combining all these parts we created a VR
application where the user would be first taken to the real location. The actress would
meet him/her there and, while telling the story, the environment would change to the
reconstruction.

We applied a similar approach while developing the Old Crafts Virtual Museum project.
This time the actor played different craftsmen, on green screen, explaining to the user what
their craft was and where they are today. We again used 360° videos from real locations, as
well as a 360-degree illustration.
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Fig. 1
Controlling 360 camera through iPad. Photo: S. Rizvi¢

Nine dissidents — VR experimental film

The next challenge was the first Bosnian VR film. The film tells, in a satirical way, a story
of Bosniak writers who were prosecuted during the socialist regime in Yugoslavia for their
dissent with the Communist party. The action takes place in an improvised courtroom,
where the solicitor of revision is trying to convince the judge and jury to rehabilitate these
writers, while the solicitor of history, together with the jury, is trying to prevent him.

Careful planning was needed in order to execute this project. Whole filming is happening
in one location — an improvised courtroom. That gave us flexibility in choosing the location
since we didn’t need a real courtroom. We selected a room with a huge window on one side
and placed a huge diffusion filter outside. This now became our primary source of light which
was also very soft and evenly distributed around the room.The camera was placed in the front
part of the room between the solicitor of revision and the judge (fig. 2). Behind the solicitor
are the people sitting in the courtroom, and the solicitor of history is walking around the
room. Since there was no room for shotgun microphones, we placed lavalier microphones
on each of three actors, plus a fourth one between the people in the back, to have it both
as an ambient microphone and chaffer from the audience. The whole film crew was located
in a hallway in front of the room. We used the VIRB app on the iPad to have a live view for the
cameraman and the director. Filming was done in several parts to make it easier for the actors
to learn the lines, and also to denote passage of time in the courtroom. We tried to make the
cuts as easy as possible in the editing to avoid disorienting the users (fig. 2).

Battle of Neretva VR

Combination of VR Gameplay and VR Video was the goal of the application we made for
amuseum dedicated to the Battle on Neretva (a famous WWII battle that took place around
the town of Jablanica in the former Yugoslavia). Parts with video were devised to tell the
users about the Battle, as well as instruct them on what they should do in the gameplay
part, experiencing the Battle as partisans. While in the “Nine Dissidents” the user was an
unseen observer, here he/she is now actively participating in the video. The actors are
playing the partisan commander guiding the player through the VR application.
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Fig.2
Nine dissidents filming in 360. Photo: S. Rizvi¢

Filming the scenes was also more difficult now, since we had to create improvised
partisan headquarters. Our set designers’team did a wonderful job in a small hallway with
two small windows (fig. 3).

We set a couple of light bulbs around the set which played in the scene as well as helped
to light it. The camera was placed in close proximity to the commander, and several other
actors were dressed as soldiers standing around the user amplifying the feeling of being one
of the soldiers. Lavalier microphones were placed on both the commander and the soldiers
around, and additional ambience sound was recorded using a shotgun microphone. This
setup allowed us to have a darker themed atmosphere but still provided enough lighting
for the actors from the light bulbs placed around. Everything was edited again using Adobe
Premiere and After Effects and exported in h.264 VR codec.

User Feedback

In order to understand how successful these pioneering endeavours were, we conducted
user experience evaluation studies for each of the projects mentioned. The selected users
watched the videos and applications and conveyed their impressions using a qualitative
and quantitative user evaluation methodology. The common general impression of the
majority of users was that VR video is very immersive and presents a completely new
experience in comparison with classic video. The particular impressions and comments
depended on the familiarity with the use of VR headsets. Younger audiences and gamers
had stricter criteria as they compared our projects with big-budget computer games. The
users less familiar with gaming needed time to understand how they should interact with
VR applications.

Nine dissidents VR movie was very much appreciated. Some users who watched it
on YouTube at the beginning did not know that they needed to interact and move the view
around. All the viewers interviewed stated that they felt as if they were in the scene. They
appreciated the length of the movie, the storytelling and production.

The Mostar Bridge Diving VR project was one of our most loved ones. The viewers who
have not been in Mostar before felt as if they were there. The 360° videos transferred them to
the location and made them fully immersed (Selmanovic et al. 2020). The real bridge divers,
after the virtual jump, said: “the feeling is the same, only it does not hurt!”
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Fig. 3
Partisans’ headquarters 360 filming. Photo: A. Hodzic

VR videos created for the iIMARECULTURE project were highlighted as the best part
of the Dry visits application. Viewers appreciated the use of actors (Rizvi¢ et al. 2019; Skola
et al. 2020) and felt as if they were present in the life of the Roman Empire.

In Sarajevo War Tunnel VR the 360° videos prepared the users for a virtual visit to the
tunnel and familiarized them with the location. The audience of the Roman Heritage in the
Balkans project stated that the VR videos made their perception of archaeological locations
more complete and understandable.

The Old crafts Virtual Museum was perceived as an opportunity to learn about crafts and
craftsmen before visiting their workshops. The illustrator who created the background for the
virtual environment said that this was the first time he was able to “enter his own drawing”.
The users appreciated the opportunity to learn the meanings of a large number of crafts
names, today mostly forgotten.

In the Battle on Neretva VR project the users enjoyed the experience of the battle
participant. They stated that their favourite moment was meeting comrade Tito after the
successfully completed mission.

Some users reported motion sickness and discomfort, particularly in applications
containing movement through the virtual environments. The VR video itself was not reported
as uncomfortable or disturbing. They stated that they did not miss a single part of the story
due to the 360° field of view. On the contrary, they felt as if they were participants of the story
(Rizvi¢ et al. 2021).

Conclusions and future work

VR video is still a new area, and although some rules have already been established
by Jaunt, Google and Vimeo, not many empirical studies have been conducted to ratify
or challenge these guidelines (Passmore et al. 2017), and also many other rules are still not
defined at all. Both directors that worked with us had problems with directing the scene
in a classical way. They both agreed that directing in 360° video was more like directing
in theater than in film.

Comparing these with filming Baur was part of (Baur 2016) as well as Pope (Pope et al. 2017)
noting that theatre directors use space in complex ways for narrative purposes, and that these
basics can also be used for VR, we can conclude that VR directing needs its own set of rules.
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A very important aspect of preparation for 360° filming is camera placement and
blocking. Both director and cinematographer must have in mind that the whole set is
in the frame, and no additional framing can be made. The action should be appropriately
distributed around the scene, but with special care so as not to overwhelm users and cause
motion sickness.

The cinematographer, sound engineer and set designer should plan the set design
together so that they could decide where to hide microphones and lights inside the scene.
If the planning is executed well, the placement of lights and microphones can enhance the
quality of the video. Adding the lights outside the scene to serve as indirect light sources
can help a lot. The scene we filmed for Battle of Neretva VR had a long hallway leading away
from our set, so it was not in our camera frame. Setting the light source from the hallway
contributed to our scene without the need for justification.

An important aspect of sound is also post production. Ambisonics is a format needed
for VR film to function properly. Sound sources must be mapped to the position in post
production allowing the user to hear the sound differently as he/she is turning his/her
head around the room. This contributes to a higher immersion of the user and the feeling
he is really a part of the video.

We plan to further explore the possibilities of 360° filming and creating VR videos and
applications. Camera tilting and panning is impossible in 360° video, but moving the
camera itself is not, and that will be one of our next steps. We are fully aware that any
movement in a 360° video can contribute to motion sickness, but we believe that well
planned moves will minimize the unwanted effect.

Another interesting area for exploring is adding more separate actions and stories into
the same frame. It would increase the replayability of the VR film and add another layer for
analyzing content between users showing different areas of interest and ways to watch the
film. Lastly, better quality cameras with larger sensors and higher dynamic range would
increase the possibilities of filming in different conditions.

Whether one is an early adopter of VR or still skeptical about its abilities or everyday
usage, one thing is certain: the virtual reality market is increasing and VR is taking its place
as a media format. In the near future we can expect much more VR content and technology
available to the ever-growing audience.
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PHOTOGRAMMETRY CASE STUDIES

Conservation of cultural heritage requires a critical understanding of the significance,
condition, and complexity of a place. Documentation is an essential element in building this
understanding. It is a critical component of the conservation planning process and provides a
long-term foundation for the monitoring, maintenance, and management of a site. Equally
important, good documentation ensures that knowledge of heritage places will be passed onto
future generations. Good conservation of our cultural heritage is based on informed decisions.
The information needed to make these decisions is, in part, obtained through the use of
documentation and recording tools. Knowledge of these tools and their use is readily available;
however, many of the decision makers are unaware, uninformed, or unconvinced of their benefits.
Several reasons for this include a misunderstanding of the tools and techniques or intimidation
by technology or language. There is no universally accepted definition of photogrammetry. The
definition given here captures the most important notion of photogrammetry:

Photogrammetry is the science of obtaining reliable information about the properties
of surfaces and objects without physical contact with the objects, and of measuring and
interpreting this information. The input is characterized by obtaining reliable information
through processes of recording patterns of electromagnetic radiant energy, predominantly
in the form of photographic images. The remotely received information can be grouped
into four categories:

1) geometric information involves the spatial position and the shape of objects. It is the
most important information source in photogrammetry.

2) physical information refers to properties of electromagnetic radiation, e.g., radiant
energy, wavelength, and polarization.

3) semantic information is related to the meaning of an image. It is usually obtained by
interpreting the recorded data.

4) temporal information is related to the change of an object in time, usually obtained
by comparing several images which were recorded at different times.

Working as a documentarist in the archaeology department gave me arare insight into the
benefits of new technologies as | progressed in adopting faster and more reliable techniques
in documenting a large variety of sites and objects. My experience starts with methodology
and equipment unchanged since the 1960’s: drawing on graph paper, measuring with
a measurement tape and heights measured with a theodolite. Photographing is done as an
addition to drawn documentation or as documentary photos of objects with a measurement
scale beside the object. Very soon | took part in international1 archaeological excavations
where the new equipment and software was presented to me. It was much more complex
and detailed documentation, but collecting of information was much faster. Software was

! Roman-Germanic Commission (RGK) and University of Kiel.
© Mijatovic Tatjana, 2021
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AutoCAD-based Kubit PhoToPlan and TachyCAD - my first work in photogrammetry. It was
still 2D output with the possibility to make a 3D object by rotating different 2D planes and
connecting them together. The process was relatively simple. You would start with placing
the control points on the ground, measure their x, y and z coordinates and then take
photographs that capture a minimum 4 of those points. The software would do rectification
of photos (projective transformations) also removing lens distortions. The result was scale 1:1
2D photo that can be further processed in AutoCAD (fig. 1).

Fig. 1
Photogrammetry of one archaeological layer, Neolithic settlement,
Okoliste, Bosnia and Herzegovina. Here we can see blending of one layer (same height)
even though it was documented as excavated, in different times (Hofmann 2006)

This method was much more important as it is no longer documenting interpretation.
It is raw documentation, with possibility to be reinterpreted many times as we gather
more and more new information throughout years of excavations and research. It was
a key reason why my choice would always be photogrammetry. After this, it is possible
to design presentation methods of different features as it is necessary for a wider audience
to understand easily what was done and why (fig. 2, 3).

At that time, Kubit offered 2 types of photogrammetry:

1. Photo rectification according to control points — where you place min. 4 control points
on the object to be photographed and measured, take a photo of the object, measure
control points with a total station, assign the measured control points to the ones in the
photograph and adjust the desired setting (fig. 4-6).

2. Photo rectification according to geometry - In the original photograph, the shown
objects normally appear distorted because of the position and orientation of the camera.
First we need to set up a grid. For each rectification three control distances have to be taken
from the object. They must be well distinguishable in the photograph (fig. 7-9).
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Fig. 2 Fig. 3
Distribution of axes on the site (Hofmann 2006)  Distribution of different types of soil (Hofmann 2006)

Fig. 4
Rectified photos according to placed and measured control points?

Fig.5
Removing what doesn’t belong to the rectification plane

Fig. 6
Resulting AutoCAD drawing
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2 This is part of the documentation of an archaeological excavation of the medieval Old Town Visoki, Vi-
soko, BH, done by Tatjana Mijatovic.



Fig.7
Schematic illustration of working process

Fig. 8 Fig. 9
Setting up a grid of a parallel lines and marking Result, measurable rectified photo
3 measured distances on actual doors of the doors, scale 1:13

What propelled the use of photogrammetry is freemium Autodesk 123D Catch. It was
the first possibility to generate a 3D model without a 3D scanner and to learn about the
process without having to worry about the cost. It was also an announcement for all other
professional software that came after with even more possibilities and precision. The costs
of purchasing a 3D scanner and software for it was sky-high compared to the costs of buying
a solid digital camera. Today, the relatively expensive software gives us the opportunity for
a Pay-Per-Input license while the complete software remains free to work on the model.

Example of an Austro-Hungarian Villa, corner of the Ljubljanska and Trnovska
street, Sarajevo BH

Abuilding of high architecturaland ambient value. Heavily damaged during the war and left
as ruin with a single family living in one of the apartments. It was marked as dangerous, prone
to collapsing, fast documentation needed. There was previous documentation except the
document of the current state. It was possible to do in one day as terrestrial photogrammetry
using an EOS Canon 550d and processing in Autodesk 123D Catch (fig. 10, 11).

> Documentation done for purpose of cataloguing all art nouveau doors in the city of Sarajevo, done by
Tatjana Mijatovic.
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Fig. 10
Photogrammetric model and photographs used for it

Fig. 11
Level of precision of marked area



Example of documenting Old fortress in Blagaj near Mostar, BH

The old medieval fortress of Blagaj was made using drone aerial photogrammetry.
Beside good quality and reliable photographs, the drone captures coordinates of the place
where photos are taken, so the generated model is completely georeferenced, in real size,
scale 1:1. There was little contrast between shaded and sunny parts of the fortress, so it
was decided that everything will be done from one attempt. The geometry is fairly simple,
so there was no need to combine terrestrial and aerial photogrammetry. Everything could
be captured by drone. Location is not reachable by car, so there was no source of electrical
power to recharge batteries for the drone. This affected decisions about how many
photographs should be taken to avoid getting the low-detailed model (fig. 12, 13).

Fig. 12 Fig. 13
Position of the drone while taking Final outcome,
photographs. Drone circled on 3 different photogrammetric model scale 1:1

heights around same centre point in fortress

Example of St. Mary Church with St. Luke Tower, Jajce, BH

Photogrammetry was used as a documentation for my master’s thesis at the Department
of Theory and History of Architecture and Preservation of Cultural Heritage, The Faculty
of Architecture in Sarajevo. This type of documentation finally enabled me to capture the
complex geometry of what seems to be flat walls, but is far from being flat. The importance
of such documentation is enhanced by the fact that the newly designed object needs
to be precisely placed inside the existing one, which is a national monument of BH. The
photogrammetry was done completely by drone because this building has no roof and
flight was possible inside the “interior” as well. No method could be applied in the interior
of the bell tower because it is filled with a steel structure supporting the bell tower itself
to prevent it from collapsing (fig. 14, 15).

Example of a stone fragment from the Handanija Mosque

The Handanija Mosque in Prusac (1617), built in the classical style of Ottoman architecture,
represents an important example of Bosnian-Herzegovinian religious heritage due to the
numerous original parts from the 17th century that were found in its interior and due to its
long cultural and religious history.
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Fig. 14
3D model and all architectural drawings
(top view, ground view, facades and cross sections)



Fig. 15
Positions of the drone

This is one of the remaining original stone fragments found during in situ documentation
after the mosque destruction. The mosque was heavily damaged by shelling during the war
(1992-1995). The restoration started in the summer of 2003 and all works were completed in
the autumn of 2005. Majority of the fragments were reused and built in their original position.
Photogrammetry used in this case is a good example of newer possibilities photogrammetry
software is offering: having a detailed 3D model of all sides of the actual object. This was
done by the help of a Foldio360, mini studio with a turntable, though it is not necessary for
getting the same result (fig. 16, 17).

Fig. 16 Fig. 17
Photogrammetric model Position of the camera needed
of the stone ornament for generating total model
REFERENCES
Hofmann et al. 2006

Hofmann R., Kujundzic-Vejzagic Z., Miiller J., Miiller-Scheessel N., Rassmann K. Prospektionen und
Ausgrabungen in Okoliste (Bosnien-Herzegowina): Siedlungarchadlogische Studien zum zentralbos-
nischen Spatneolithikum (5200-4500 v. Chr.). Sonderdruck aus Bericht der Romisch-Germanischen
Kommission. 2006. Band 87.

* All models can be seen on SketchFab, https://sketchfab.com/tatjana_mijatovic.
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BO3MOXHOCTW KOMMNbIOTEPHOWM PEKOHCTPYKLINN
PA3BUTOIO KEPAMUYECKOIO COCYOA

BBepeHme

B xofe apxeonornyeckrx packonok npeaMeTbl MaTeprasibHON KynbTypbl O4eHb 4acTo 06-
Hapy»MBaloTCA pa3pyLUEHHbIMX U B BUAE OTAENbHbIX GparmeHToB. MHOr1e nsgenva nona-
[A0T B KYNBTYPHbI CNOW Y>Ke B CIOMaHHOM 1 epopMUpPOBaHHOM COCTOAHMM. 3meHeHrA nx
bopmbl NponcxoaAT 1 BO BPeMaA ASIUTENbHOTO NPebdbiBaHWA B IPYHTE, a TakKe nog Bo34eNCTBI-
€M pa3HbIX MPUPOAHbIX 1 aHTPOMOreHHbIX GaKTOPOB. YTOObI BOCCTAaHOBMUTL NMePBOHAYasIbHbI
005K Haxo[oK TpebyeTca 3HaUMTENbHOE KOIMUYECTBO BPeMEHN Aaxe KBannduLmpoBaHHbIM
crneumanMcTam, a ina pectaBpauum ele Heo6xoANMO COOTBETCTBYOLLEE GHAHCPOBAHME.

Takol MacCoBbIN U pPa3pPO3HEHHbIN NOCENEHYECKMI MaTepuan, Kak ¢parMeHTbl OT pa3bu-
TOV KEPAMMYECKOWM MoCydbl, MOXET BOOOLLE He MCMOMb30BaTbCA A1A MOMHON PEKOHCTPYK-
UMM EMKOCTE B CUNTYy HEeLOCTaTOUYHOrO KOMMYeCTBa MMEILWKMXCA YacTel. KomnbioTepHble
TEXHOJOMM B JAHHOM Cllyyae Nnoka He ABNATCA 3GGEeKTUBHbIMI MOMOLLHMKaMK, XOTA Npwu
CO3aHUM MOLLHOM 6a3bl flaHHbIX C XOPOLIO JOKYMEHTUPOBAHHOWM KEPAaMUKOM 1 C pa3BUTH-
eM 3bPeKTUBHOrO NporpamMMHOro obecreyeHs BEPOATHOCTb peanu3auum nofobHol fe-
ATENIbHOCTW BMOJIHE peasibHa. PaboTa B 3TOM HanpasneHun HabrpaeT 060pOTbl He TONBbKO
3a py6exxom, Ho 1 B Poccnm (cm., Hanpumep: 3ariues 1 ap. 2021). bonee 6naronpuAaTHON sB-
NAETCA CUTYyaUMA, KOrAa paspyLUEeHHbIA MHAHDBIN COCYH HAXOAAT B XKUMLLE, XO3ANCTBEHHOM
AMe, puTyanbHOM ob6beKTe 1nv B Morune. Torga ectb BO3MOXXHOCTb ero cobpaTtb U CKNenTb.
Ho uyacTo Takyto paboTy He NonyyaeTca NOSHOCTHIO BbIMOMHWUTL U3-3a TOFO, UTO KaKMX-TO Ky-
CKOB MPOCTO He XBaTaeT WSIN OHY NMOBPEXAEHbI 0 Hey3HaBaeMoCTU. PecTaBpaTtopbl 0ObIYHO
peLuaoT 3Ty Npobnemy NPOCTbIM CMNOCOGOM: 3afeNbiBaloT OTCYTCTBYIOLME MECTa MaCTUKOM
nnm runcom (KupbaHos 1950). Apxeonory TpaguLMOHHO OCYLLECTBAAIOT rpadryecKyto peKkoH-
CTPYKLMIO, PYKOBOLCTBYACH paHee CoXMBLUMMUK NpeacTaBneHmamm (MpasHoBs 1946). Mimetotca
MOMbITKM NPUMEHEHNA KOMMbIOTEPHbIX TEXHONOTNIA A/1A MOAENMPOBAHMA KepaMnyecKmx co-
Cy[0B Ha OCHOBe 0OHapy»KeHHbIX GparMeHTOB v 419 GoOPMUPOBaAHNA HELOCTAIOLWMX YacTel
(berosatos, KoukmHa 1993; CunratynuH 2010; Mankos, XapuHckun 2018; n gp.). B HacToAwee
BpeMsA BOMPOChbl BOCCTaHOB/IEHNA BHELLHETO BU1A apXe0sIorMyecKrx HaXo4oK 1 YCreLLHON aB-
TOMaTM3aumm paboTbl C MaCCOBbIMY MaTepuanamiy PacKomMoK OCTalOTCA aKTyasIbHbIMU.

© TuwkuH A. A., Bonpgaperko C. 10., My L., 2021
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Mpu pa3paboTke METOAUKUN PEKOHCTPYKLUMM GOPMbl NPEAMETOB KOHEYHO Liesbio AB-
NAETCA NOCTPOEHMe MaTeMaTUYECKUX MOZENEN FreoMeTpumn 3TUX 06beKToB. MonyyeHHble
pe3ynbTaTbl AO/IXKHbI MOMOYb NPV NPOBEAEHUN NCCNEeNOBaHNI U fanbHeNLWen pecTaBpa-
LUK, Y>Ke Ha OCHOBe NpefBapuUTeNIbHON KOMMbIOTEPHOW BU3yanu3auuy oia 3Toro MoryT
6bITb BbIpaboTaHbl HEOOXOANMbIE PeLleHUs, a TaKXKe MoyYeHbl CBEAEHMA O MHOTUX GpU3K-
YeCcKux cBOMCTBax n3aenusa. Mogenb C NOHOCTbIO BOCCTAHOBSIEHHOW reoMeTpueit No3Bo-
NNT onpefennTb MacCOBO-LIEHTPOBOYHbIE Y MHEPLMIOHHbIE XapaKTePUCTUKN KOHKPETHOIO
00bEKTa, BbIMOJIHUTD €70 U3MEPEHUS, MOCTaBUTb YNCSIEHHDBIV SKCMEPUMEHT Mo onpeaesne-
HUIO HANPAXEHHO-AePOPMUPOBAHHOIO COCTOAHNUA, YCTONYMBOCTM, TEMIOBbIX, ONTUYECKMX
1 Qpyrnx CBOMCTB. [nA 3TOro eLé Hy>kHO AOMOMHNUTb FreoMeTpuyecKyo mogens Gusmnye-
CK/MW CBONCTBaMM, CMOAENNPOBaTb BHELLHNE YCNOBUA €€ NCMOIb30BaHMA Y BbIMONHUTb
COOTBETCTBYIOLUME PACYETHI. [To reomeTpryecKkor Moaenn MOXXHO PEKOHCTPYMPOBATb TeX-
HOMOrKo NPON3BOACTBA U CNOCOOBI MeXaHNYeCcKo 06paboTKM n3genns, NPoBepuUTb camy
BO3MOXXHOCTb U KauyeCcTBO ero U3roToBieHMA BblABMEHHbIM cnocobom. Kpome Toro, BO3-
MO»KHa rpaduyeckas UMMTaLUA nNpoLecca cosfaHna npeaMeTa MaTepuanbHON KynbTypbl.
[lnAa 3TOro Hy»kHa MHPOopPMaLMA O NpearnonaraeMomM TEXHOMOMMYECKOM npoLecce, obopy-
JOBaHUM 1 gpyrue cBefeHuns, CBA3aHHbIE C KOHKPETHbIM MPOV3BOACTBOM.

Mpobnema pelueHnA NepeYncrieHHbIX U ApYruxX 3ajad, TeM 6onee B KOTOPbIX yYnTbIBa-
loTCst GM3nUecKme 3aKOoHbI, NpeanonaraeT NpuMeHeHne audppepeHUnanbHbIX U UHTErpasnb-
HbIX ypaBHeHUWI. HaxoxaeHune nx peleHnin ABNAETCA KpaHe CI0XKHOM 3agayveit. B gaHHon
CTaTbe He CTaHyT 3aTparnBaTbCA pacy€Tbl, CBA3aHHbIe C pusnyecknmm npoeccamu. byget
TONIbKO PAacCMOTPEHA BO3MOXHOCTb BOCCTAHOB/IEHUA YMCTO FeOMETPUYECKMX XapaKTe-
PUCTMK OOBEKTA, He TPeOYIOLWMX NPUBAEYEHNA JONOIHUTENbHON HbOPMaLUK. [JaHHbIN
noaxop obecneunBaeT CBOEro pofa KOMMbIOTEPHYIO «pecTaBpaLuio» APeBHEro n3genus,
a TaKXXe co34aeT yC/IoBUA ANA peanmsaL i COBPEMEHHbIX BO3MOXHOCTEN ero BCECTOPOH-
Hel npe3eHTauunn 1 ganbHenLwero KOMMIEKCHOro N3y4YeHus.

MaTtepwmanbi n metopbl

[ns peleHns o603HAUYEHHONM 3afjauv B KayecTBe obOpasla MpUBMEKaNca Kepamude-
CKUIN COCy[ C YTPAYeHHbIMM YacTAMU, KOTOpble COCTaBAAnn 23 % MOBEPXHOCTN EMKOCTU
(pyc. 1). OH 6bIn 0OHapy»eH B BUae oTaesbHbIX GparMeHTOB MpKU packornkax KypraHa N2 89
Ha namATHUKe TbiTKeckeHb-VI B Yemanbckom parioHe Pecny6nuvku Antai (Poccus) n oTHOCKT-
CA K XapaKTepHbIM 13AeNNAM Na3blPbIKCKON KyMbTypbl CKpO-CaKCKoro BpemeHu (KuptowmH
n ap. 2020, c. 51; puc. 55; 56, 1; 58, 9; 59, 1). bbina npeanpyHATa NONbITKa GU3MYECKN 1 rpa-
dUYeCcKn BOCCTaHOBUTL Pas3buTyto EMKOCTb. OfHaKO MU CKNenBaHMM OKa3asnoch, YTo YacTb
¢dparmMeHTOB Mo pasHbIM NPUYMHAM yTpadeHa. Kpome 3Toro, He Be3ge 06/IOMKM XOPOLIO CO-
CTbIKOBaNUCb ApYr C APYroM K3-3a paspyLleHnsa Kpaés, UTO OTPasuiocb Ha BHELLHeM BUAe
BOCCTAHOB/IEHHOIO ApeBHEro n3genua (puc. 1). T n gpyrre n3bAaHbl He CNOCOOCTBYIOT afieK-
BaTHOMY BOCMPUATUIO U MPEe3eHTaLmUmM COCYAa, a TaKXKe YCIIOXKHAIOT NoslyyeHne 0ObeKTUBHOM
nHdOPMaLMK O HEM 1 O TEXHONOMM €rO N3rOTOBNEHUA.

lpadnueckaa pekoHcTpykuma (KuprowunH un gp. 2020, puc. 59, 1) npepcTtaBneHa
B OHOCTOPOHHEM U CXeMaTMYeCKOoM nopaake 1 HocuT 6osblie YCIOBHO AEMOHCTPALMOH-
HbI XxapakTep. [na 4acTMYHOro NPeoaosieHNA Bbllle 0603HaYeHHOW cMTyauun bbina npea-
NPUHATa KOMMbIOTEPHaA «pecTaBpauua» yTpayeHHbIx MecT. COXKHOCTb TaKoro npouecca
3aKJ/oYaeTCA B TOM, YUTO OCHOBHble Npobenbl MPUXOAATCA Ha JOBOIbHO KPYrHY0 ob6nacTb
TyJI0Ba. 3arnofiHeHne OTCYTCTBYIOLMX MENKMX GparMeHTOB peLlaeTcs 3HaunTeNIbHO npoLe
1 He Bbi3blBaeT 60MbLUMX NOrpelHocTel. [T03ToMy CTOUT COCPeOTOUNTLCA Ha NPeaCTaB-
NEHMM NPoLecca KOMMbIOTEPHOrO «PecTaBpUPOBaHUA» CaMOro 6OJbLLIOrO OTCYTCTBYOLLE-
ro yyacTka.
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Puc. 1
CKneeHHbIN KepamMnyecKmnin cocyf NasblPblKCKOW KybTypbl

Ona BbIpabOTKM afeKBaTHOroO airopUutMa HeoOXOAWMO MPUAEPKMBATbCA Onpeae-
NEHHON JNIOTUKK, COrMIacHO KOTOpPOM 6yaeT OocCyWwecTBAATbCA HaMeueHHbI npoLecc.
YunTtbiBaA TO, UTO MpPeACTaBSIEHHbIV KepaMUYECKUn cocyn SBASETCA Py4yHON paboToit,
a ero reomeTpus cnabo orpaHnyeHa Kakon-H1bYLb MEXaHNYECKOWN TEXHOMOTMEN, KaXKeTcs,
UTO TOUYHO BOCCTAHOBUTDL TaKyto GONbLUYI0 06N1ACTb YTPaTbl MOYTY HEBO3MOXKHO. OCHOBHas
npo6nemMa 3aKJlo4aeTCca BO MHOXKECTBEHHbIX BapuaLAX BOCCTAHOBJIEHWA OTCYTCTBYIOLEN
CTEHKM TYNIOBa COCYAa, Y BAaXXHO [0OKa3aTb, UTO MPOLECC KOMMbIOTEPHON «pecTaBpaummns»
OTpaXKaeT AeNCTBUTENbHO NCXOAHY0 hopMy 13aenus.

CneumnanncT-pectaBpaTop, OCYLeCTBAsS MoAoOHY0 pPaboTy Ha peanbHOM FOPLLKE,
NCXOAWT 13 CBOErO OMbITa, KOTOPbIV 6a3MpyeTcs He TONbKO Ha 60JbLIOM KONIMYECTBe BU-
[JEHHOro UM MaTepumana 1 Ha MOHUMAHMN CaMOro NPoLIecca U3roToBJIEHMS, A 3a4acTylo
N Ha NPeACTaBfeHNM, KaKUM JOMKHO Obl10 6biTb U3Aenve B rUNoTeTMYECKN 1aeanbHOM
cylyyae ¢ y4€TOM KayecTBa paboTbl MacTepa. To eCTb BaXKHO MOHMMaTb 3ayMKy aBTopa-
N3roTOBUTESIA 1 €10 peasibHble BO3MOXHOCTU. IMEHHO nocneaHee yTBepKaeHve CTONT NC-
MoJsib30BaTh A/ KOMMbIOTEPHOIO CMocoba «pecTaBpaLumy, KOTOPbIA HYXKAAeTcs B YETKO
MOCTaBNEHHOV 3aAaye 1 060CHOBAHHOW SIOTVIKE UCMOSTHEHUS.

3afaya BOCCTAHOBNEHUS yTPAUeHHbIX pparMeHTOB KEPaMMUecKoro cocyfia Hampaene-
Ha Ha NOCTPOEHVEe MOBEPXHOCTU, UMeloLLel onpeaenéHHble PaanyCbl KPUBU3HbI B KaXA0M
€€ ToUKe U orpaHnYeHHoOM cermeHTe. [o3ToMy CHavana Hago NpoaHanM3rpoBaTb Gopmy
cocyaa A onpeaenieHrs MakcMasbHbIX AOMYCKOB, YKe CYLLECTBYIOLMX B €70 FreOMeTpUN.
AHanM13 MO>XXHO NPOBOAUTL C MOMOLLbIO MPOAOSIbHBIX U MOMEPEUHbIX CEUEHWNIA, MPOXOAALINX
B 3a[laHHbIX MeCTax TakuM 06pa3oMm, UTOObI 3TV CeUYEHUs, COeAUHAACh KPUBLIMI, Hanbo-
nee noJiHo NoBTOPANN GopMy COCyaa, B pe3ynbTaTe Nonyyas eanHyo TPEXMEPHYI0 Gopmy.
JaHHbI NPoLEeCcC NOCTPOEHUA NOBEPXHOCTY MO €€ CeUEHUsAM, MO CyTu, ABNAETCA Nnasu-
pOBaHVeM, MPUMEHAEMbIM AJIA MOCTPOEHUS CIIOXKHbIX MAaTEMATMUECKM HE OMMUCbIBAEMbIX
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CNNanHOBbIX MOBepxHoCTel (puc. 2). B 3agaHHOM dopmaTte MOXHO nocTpouTb Becunc-
NeHHOe MHOXeCTBO HOPMallbHbIX CeYEeHU, KOTOpble OT/IMYAIOTCA HanpaBiieHNneM U X
KO/IMYECTBOM, a C/iefloBaTe/IbHO, 1 TOYHOCTb pacyéta OrpaHNUYNBAETCA NNLLb BPeMeHeM
1 BbIYNCSIUTENTbHBIMY MOLLHOCTAMMU.

AHann3 nony4YeHHbIX CeYEHNN XOPOLLO MOKa3biBaeT, YTO pacCMaTPUBAEMbI Kepamu-
YeCKMI cocyp He ABNANCA TeNIOM CUCTEMHOIO MEXaHNYECKOTO BPaLLeHNs, T. €. OH He 6bin
M3roTOBJIEH HA FOHYAPHOM Kpyre. Ho aBTOp-M3roToBUTENb ABHO CTPEMUIICA K TOMY, YTOObI
cAenaTb ero «POBHbIMY», T. €. 4OCTUYb OnpeAenéHHON reoMeTpumn Tena BpalleHns. bygem
CcyMTaTb 3TO NPeAenom PacyETOB C YUETOM MOrpeLHOCTE MacTepCTBa U TEXHONOIK, 3a-
NOXEHHbIX B reOMETPUN faHHO EMKOCTU (KPUHKM).

OnpepeneHne TOro Camoro «MacTepCTBa» U3roToBUTENA 1 BO3MOXKHOCTEN €ro TEXHONO-
MU C TOYKN 3PEHUA reOMEeTPUYECKUX BbIKIIAAOK CBOAUTCA K OMpPefeneHnIo NorpewwHocTm
OT TOW reomMeTpuK, KOTOPYIO XOTen AoCTMYb roH4Yap. CpeHeKBagpaTnYHOE OTKIIOHEeHMe
Mo ceyeHMAM BapbupyeTca B npegenax 5,4 % OT OKPyrnocTy Mo BCeM CeYeHUAM (TaK Xxe,
KaK 1 YCNOBHblE LLeHTPbI BPaLleHUs ANs KaXX4oro 13 ceveHui). YuntblBas faHHY0 MHPOp-
MaLuio 1 npeanonaras, 4To B NOTEPAHHON reoMeTpumn cocyaa 3Ta 3aKOHOMEPHOCTb ABHO
COXPAHUTCA, MOXKHO MOCTPOUTb HEKNA KOPUAOP MaKCMMYMOB Y MUHUMYMOB KOOPAMHAT
ANA KaxAon TOUKM cocyAa, a mocne onpeaennTb rnaBHble KPYBU3HbI NMOBEPXHOCTY, KOTO-
pble ABAAIOTCA MaKCMManbHOW U MUHUMasTbHOW KPUBU3HAMM COOTBETCTBEHHO.

[nAa Toro yTo6bI peann3oBaTb HAMEUYEHHYIO NPOrpammMy, Heo6XxoAUMO CHayana NoNyynTb
Hekoe 00/1aKo TOU€eK, Ha OCHOBaHUM KOTOPOTO MOXKHO NMOCTPOWTb MOBEPXHOCTb. 1A NocTpo-
€HVIA KaXKAoW TOUKM JOCTaTOYHO ONnpefenuTb TPy KOOpAMHaTbl 1 MMeTb GYHKLMU BbINOJIHe-
HMA onepauunin Hag eé pagunyc-BeKTOPOM.

Puc. 2
MocTpoeHre ropn3oHTaNbHbIX M BEPTUKANbHbIX CEYEHWIA COCYAa
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370 NnoTpebyeTca AN1A OTBETa Ha BOMPOC O TOM, MPVHALIEXNT JIM TOUKa 061acT YCIIOBHOM
NMOBEPXHOCTM coCyAa C yYETOM OnpefenéHHbIX NorpeLLHoCTel (T. e. Hago KnaccnduumpoBaTb
TOYKY). YTOObI yCTaHOBUTH MPUHAAJIEXHOCTb TOUKM HEKOW IBYXMEPHOI MOBEPXHOCTH, HEOO-
XOAVMMO HalTU BCe TOUKW, MPUHaANeXallme BCeM CeYeHNAM C YCIIOBMEM UX NepeceyeHmns
C rpaHuLammn obnacTu. 3To OBOSILHO PeCYPCOEMKOe 3aHATME ANA 0ObIYHOIO KOMMbIOTEPa,
nosToMy 6bln onpesenéH LWar ceyeHnin B 1T MM, UTO NMO3BONIO COKPATUTb KOTMYECTBO aHa-
NN3UPYEMBIX CEUYEHUI 1O OTHOCUTENIbHO HEGOMBLLIOIO Yncia. [lanee nerko onpegenvTb Npu-
HaANEXXHOCTb PACCMATPVBaeMON TOUKU 3afaHHON obnacTu. PesynbtaTom ABMNOCb 06/1aKo
TOYeK, B pefenax KOTOporo TeopeTnUecKr MOXKeT HaxXoAMTbCA reoMeTpua cocyaa (puc. 3).

O603HaueHHOe 0651aKO TOUYeK BeCbMa HEOLHO3HAYHO onpefenser MOBEPXHOCTb.
Takyto 065acTb M3MeHeHUsA MapameTpoB MOryT MMEeTb OYeHb MHOrMe MOBEePXHOCTU.
[nAa nocTpoeHus HegocTatoLWen YacT CNoxKHoM GopMbl HEOOXOAUMbI NpefiBapuUTENbHbIE
NMoCTpoeHus, ynpoLlatoLue AanbHenwnin npouecc. [na Hac npaktuyeckoe 3HayeHve by-
YT UMeTb NPOCTPAHCTBEHHbIE IMHWM U TOUKK, KOTOPble HaxoaAaTcA B 061acTy 3agaHHbIX
napameTpoB. [1na nocneayoLlenn PeKOHCTPYKUMM MOBEPXHOCTU MOXKHO MOCTPOUTL ABa
CeMeNCcTBa OPTOroHasIbHbIX, B TOYKE MX MepecevyeHns, KPpMBbIX NPY Pa3fIMuHbIX 3HaYEeHU-
AX KPUTEPUEB — MAaKCMMyMa U MUHMMYMa. [1Ba TakMX CEMENCTBA KPYBbIX 06pa3ytoT CETKY.
Yepes Kaxaylo TOUKY MOXHO MPOBECT MHOXECTBO Pa3fIMYHbIX KPUBbIX, U BENUYMHA MNX
[OCTOBEPHOCTY ByaieT MMeTb OfIHO U TO e 3HaueHune, HeCMOTPA Ha TO, YTO Y HMX pa3Has
KpuBU3Ha. EQUHCTBEHHBbIM KprTeprieM 0T60pa 34eCb MOXKET ABAATLCA UL TO, YTO KPU-
BM3Ha TakoW KPUBOW AOMKHA ObITb B MHTEPBae KPYBK3HbI, OnpeaensieMom MakcMymom
1N MUHUMYMOM HOPMasibHOTO CeYeHNA B JaHHOW TOUKe.

Puc. 3
CoopmmpoBaHHOe 0651aKo Touek
(macwTab pasmepos Touek 10:1)
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Ona peanu3aummn Takol pabotbl mcrnonb3zoBanucb NURBS-KpuBble (HeogHOpOAHbIN
pauunoHanbHbIi GyHAAMeHTasbHbIN ChalH), NMOCTPOEHHbIE Ha MHOXeCTBE HEepPaBHOOT-
cToAwmx y3nos. NURBS-kpuBasa npeactaBnaet coboi MUHENHYI0 KOMOVHALMIO KYCOYHO-
NMONNHOMUANbHbIX GYHKLNIA 3aaHHON CTENEHN 1 NO3BOJISET CTPOUTb KPKBble 3alaHHOTO
nopAaaka rnagkocTu.

JonycTtm, uTo 6epETCcs HeKas KpMBasA IMHUA B BUAE COeAMHEHHOIO pAga Touek. KpusmnsHa
TaKoW NIHUK ByfeT MEHATBLCA B 3aBUCMMOCT OT TOTO, KaKmne MMEHHO TOUKM CMOSb30BaINCh
B KaueCTBe OMOPHbIX A5 CO34aHUA JaHHOW KpUBOW. Ha monyyeHHOM 06s1ake TOUEK MOXKHO
MOCTPOUTb OFPOMHOE KOSIMYECTBO MOAOOHBIX KPUBbIX, 13 KOTOPbIX HEOOXOAUMO BbiOpaTh
Hanboree afieKBaTHble. ALEKBATHbIMU MOXHO CUMTaTb Te KPUBbIE, A1l KOTOPbIX KPMBU3HA
HOPMaJIbHOrO CeUYEHUA NPUHUMAET MAKCMManbHOe M MUHUMAbHOE 3HaUYeHUA B 3a4aHHOM
Bbllle Anana3oHe. Tak Kak GYHKLUN NOCTPOEHUA NOJOOHbIX KPMBbIX HE ABMATCA He3aBU-
CUMbIMU 1 OHW CBA3aHbl MeXxay CObOoW ypaBHEHUAMU, TO CEMENCTBO KPWUBbIX, MOIHOCTbIO
YAOBIETBOPAIOLLMX YCIOBUIO, UTO ClleAytoLLasa ToUKa IMHMW He AOMKHA BbINTU 33 chepy cme-
LeHnA, He OyeT MHOroUMCIeHHbIM. B pe3ynbTaTe 0T60p KprBbIX C MaKCMaJIbHOW CTEMeHbIo
afieKBaTHOCTW He NpeAcTaBiseT 0coboro Tpyaa Aaxe B pyYHOM pexume. M 31o nmeet cBoé
NPEeVMYLLEeCTBO, TaK Kak KOMMbIOTEP BCE-TaKW HE MOXKET MOJSTHOCTbIO 3aMEHUTD YenloBeKa B 06-
NACTN HEYETKOW JIOTUIKI, OH BbIAAET Ha PAaCCMOTPEHME BCe BO3MOXHbIe TpaekTopum (puc. 4).

lMocTpoeHne MaTemaTUYeCKOM MOZENN MOBEPXHOCTM MPOUCXOAUT aHANIOTMYHO Mo-
CTpoeHNo KpuBbIX. OYHKLMM MOBEPXHOCTU OrPaHNYMBAIOTCA HEKOTOPbLIMU 3HAYEHUAMMU
€€ rnapameTpoB, U NoJsyYaeTcA reoMeTpuYeckas nHGopmaLmns o NOBEPXHOCTU B TOUKE, CO-
OTBETCTBYIOLLEN JaHHbIM 3HaYEHMAM NapameTpoB.

Puc. 4
CemerictBo opToroHanbHbix NURBS-KpKrBbIX BHELLHel MOBEPXHOCTM COCYAQ,
MMetoLee MakCUMalbHYI0 CTeMeHb afekBaTHOCTY

59



Ecnn HekoTopaa GyHKUUSA MOBEPXHOCTU JOMYCKAaeT BbIXO 3HAYEHWU NapaMeTpoB 3a
06nacTb onpefeneHns, To AaHHbIA BapMaHT NOBEPXHOCTN OT6pAchiBaeTCA U B AasibHeN-
LIEeM PaCCMOTPEHMM He yYacTBYeT.

[ns NoCcTpoeHUsi NMOBEPXHOCTM Ha CeTKe, 0O6pa3oBaHHON [ABYMA CeMeNcTBaMu Kpu-
BbIX, ObIIN MCMONb30BaHbl COCTAaBHble NOBEPXHOCTU be3be, nonyvatowmecs B pesynbrate
CTbIKOBKW OTAENIbHbIX NOBepXHOCTel be3be, umelowwmx BAOMb CTbIKYEMbIX KpaeB OfMHa-
KoBble cTeneHu. [laHHble NOBEPXHOCTN OFPaHMUYNBAIOTCA KOHTYpaMM YXKe CYLLeCTBYOLLEN
NOBEPXHOCTN COCYAa 1 e€ napameTpamu. Vim paspeluaeTca NpuHUMaThb 3HaUYEeHUA TONbKO
BHYTPW 0611aCTW, OrPaHNYEHHON STUMI KOHTYpPaMMU.

Tak Kak npu noucke napamMeTpoB JIMHUWN MepeceyeHna B KauyecTBe FpaHuLbl MOXHO
MCMONb30BaTb TONIbKO rabapuTHbIA NMPAMOYTrONbHUK BHELWHEro KOHTypa CeTKM cocyaa,
TO MOC/Ie NOCTPOEHMA IMHUI NepeceyeHnsa NOBEPXHOCTb MPOBepsAacb Ha NepeceyeHne
rPAHNYHBIMM KOHTYPaMU 1 yCeKanacb 3TUMU KOHTYpaMu, COXPaHMB TOSIbKO Te YacTu, KO-
TOpble nexat BHYTpU peasibHbix obnacteir. llocne NocTpoeHUs reoMeTpum NOBEPXHOCTH
cocyfla OHa TeKCTypupoBasach BpyYHyto Ana npvaaHus 6onee peanmcTyHOro BHELLIHEro
Buaa (puc. 5).

Onsa oundpoBKM Kepammyeckoro cocyfa v nonyyeHus 3D-mofenn McCnosb3oBa-
nocb nporpammHoe obecneuyeHre Meshroom 1 3apgeiictBoBanacb Helpocetb U-Net
C NpefobyyeHHbIMM Mogenamu. 4na nposefeHnNa paboT MO TEXHNUYECKOMY BbIUMCIIEHUNIO
Npuv KOMMNbIOTEPHON «pecTaBpaLnm» CTEHKN COCya NPUBEKANCA NakeT NPUKIagHbIX Npo-
rpamm MATHLAB Bepcum R2020b. B kauectse nnatdopmbl 3D-Bu3yanmsaumm npumMeHanca
Autodesk 3dsMax 2020 Athena c cuctemon peHaepmHra V-Ray Next.

Puc. 5
Pe3ynbTaT KOMMblOTEPHON «pecTaBpaLmm» OTCYTCTBOBaBLUEN CTeHKM cocyaa
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3aknioueHvie

KomnbloTepHas «pecTaBpauma» NoKa ewwé ABAAeTcA JOBONbHO TPYAOEMKMM N HECOBEP-
WEHHbIM MPOLECCOM C OTCYTCTBYIOWEN OOLlell MeToAMKOM 1 anroputMamy AeACTBUN.
B paHHOW cTaTbe npepno)keHa AnAa o6CYKAeHWA NOrvKa peLleHns OfHOW K3 0603Ha-
UMBLLMXCA 3afdady. M3 Heé MOXKHO MCXOAUTb NPW CO3AaHUM MaTeMaTUYeCKUX MOAenei
BCEro npouecca Co3faHuA BUPTYanbHOW WAeaNlbHON MOAeNn, K KOTOPOW CTpemMusca
aBTOP-M3rOTOBUTESDb, U YUETE MOrpPeLHOCTeN ero paboTbl, Kak HEN30eXXHOW NMOCTOAHHON
COCTaBNAKLLEN HEeCOBEPLIEHCTBA TEXHOMOMMN, Tak W MNEPeMeHHOW COCTaBAAloWen -
YyenoBeyeckoro ¢aktopa. MNpenctaBneHHbIN YacTHbIN NPYMEP MOXET CTaTb OCHOBOW AnA
JanbHeNWnX UCCnegoBaHUM, CBA3AHHbBIX C N3YyYEeHUEM U Npe3eHTaumnen Kepammuyeckom
nocybl Na3blPbIKCKON KyNbTypbl.

PaboTa BbinonHeHa Npu YacTnyHom puHaHcoBor nogaepxke POOU (npoekt N2 20-39-
90022 «Kepamuyeckas nocyaa v3 NaMATHVKOB NasblPbIKCKON KYNbTypbl CKUPO-CaKCKOro
BPEeMEHW: KOMIJIEKCHbIE NCCNefOBaHUA N PEKOHCTPYKLNMN»).
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TPEXMEPHbIE MOOET KAMEHHbIX KPECTOB
KAK BAPUAHT SKCNOHWNPOBAHNA NMAMATHNKOB
N3 «<HEOQOCTYTMHbIX» MECT

UcTtopuyeckas cnpaBKa

CpepnHeBekoBble KaMeHHble KpecTbl, B XII-XVI BB. nonyumBliMe pacnpocTpaHeHue
Ha TeppuTopun HOBropoAckol 3eMnn Kak Haparpobus Unu KynbTOBble OObEKTbI, fAB-
NATCA CIOXKHBIMU ANA M3YyYeHUA namATHUKaMW. B HacToAwee Bpemsa OHM HaxopATCA
nn6o B [OBOSIbHO OTAANEHHDbIX CENbCKMX palioHax (MpeumyLecTBeHHO JIeHUHrpaacKow,
Hosropogckon un lNckoBckor obnactein), nmb6o B PpoHAax KpaeBefuyeckux U LEeHTpasb-
HbIX My3eeB, B KOTOPble OHM CTaiy NOCTynaTb C Lefblo COXPaHeHuA yxe B KoHue XIX B.
BonblMHCTBO NaMATHMKOB He oNybAMKOBaHbI, @ UMetoLmeca ny6nmKauum HOCAT pa3pos-
HEHHbIN XapaKkTep W B CUy MHOTOYMCIIEHHOCTU OOBEKTOB He cofleprkaT MOSHbIX WII0-
CTPaTMBHbIX KaTalloOroB.

K Hauany XXI B. KpecTbl N3 OQHOIrO MOTM/IbHMKA WM OOHOW OePEeBHM MOTYT YaCTUYHO
COXPaHUTBLCA Ha MeCTe, @ YaCTMYHO OKa3aTbCsA B pOHAAX TPEX-UYETbIPEX Pa3NINUHbIX My3eeB
(ManueHnko, ®énopos 2019).

lNokasaTenbHO NpoBefEeHHOE HaMW CPaBHEHME N3yYaeMblX B HACTOALLee BPeMA KamMeH-
HbIX KPECTOB C AaHHbIMW MPEXHUX NET, NOSIYYEHHbIMU U3 MY6AMKaLNA, apXUBHbIX UCTOY-
HNKOB, OTYETOB O PAbOTaxX apXeONOrMUECKMX IKCNEAULNIA, a TaKXKe C MaTepmranammn GoHao-
BbIX Konnekumin my3ee. OKa3anoch, 4to K Hayany XXI B. nameHunocb v tonorpadpuyeckoe
MONOXKEHNE MHOTUX MaMSATHVKOB — OHU ObI/TN NepemeLLeHbl, UK paccesHbl MO PasHbiM My-
3eAM, UK NPOCTO NCUYE3NN C MEeCT YCTaHOBKM; TakXKe Oblna HapyLlleHa 1 LeNoCTHOCTb My-
3eMHbIX KONNEeKUUn, cobpaHHbIX K Havany XX B., 3a4acTyto C yTpaTton atpubyumu (MaHuyeHKo
2014; NaHueHko, Kapnos 2014; Hukonaesa, lNaHueHko 2017).

Paccmotpum  anAa npumepa WCTOPUIO  KaMeHHbIX KpecTtoB 13 A. BowmHoconoso
KnHrucennckoro parioHa JleHUHrpagckor 06iactu, Biepsble YNOMUHAEMbIX B MCTOYHMUKAX
B nepson Tpetn XVIII B. K cepeanHe XX B. okono 25-30 KaMeHHbIX KPeCcToB Haxoaunmcb
B lepeBHe B TPEX CKOMIEHMAX, PALOM C OAHMM 13 KOTOPbIX KOrAa-TO CyLleCcTBOBaa YacoB-
HA, 1 elle okono 20 HeboMbLUMX KPecToB 6blIv 06HAPYKEHbI HA fiepeBeHCKOM Knaabulle,
pacrnonoXKeHHOM Ha CpeiHeBEKOBOM MoruibHuKe (MaHueHko, ®egopos 2019). Hagnucb Ha
O[HOM U3 MaCCKBHbIX KPeCTOB, HAXOAUBLLMXCA B AePEBHe, NO3BONAET AaTnpoBaTth ero XV B.
B HacToALLee BpeMA KpeCToB B iepeBHe ke HeT. Tpy U3 HUX yCcTaHOBNEeHbl y EKaTepuHUHCKOro
cobopa B 1. KnHrucenne (JleHnHrpagckaa obnactb), Tpy 6binm nepepaHbl (6e3 atpubyumm)

© MaHueHko B. b., leHncosa A. A., 2021
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B [OCyapCTBEHHbIN UCTOPUKO-apPXUTEKTYPHbIN 1 NPUPOAHO-NaHALLAdTHBIN My3eii-3anoBea-
HUK «M360pcK» (MckoBCKas 06acTb), ogunH o6Hapy»KeH B A. ActpebuHo (BonocoBckuii paii-
OH JleHVHrpagackon obnactu). KpecTbl Ha epeBEHCKOM KnadbuLLe eLle CyLecTBYIOT, U faxe
MOCTOSIHHO BbIKaMbIBalOTCs HOBbIE. /IHOrAa OHM X OCTaBNAIOT Ha MeCTe, HO YacTo pa3buBaroT
1 BbIGPACHIBAOT B MyCOpPHble Kyun. B 1998 . 3aecb 6b110 3aduKcMpoBaHo 17 KpecTos, Tpu
13 KoTopblx noctynunu B LiepkoBHo-apxeonormnyecknii mysein npu CaHkT-lNeTepbyprckon
lyxoBHoln Akagemun. B 2018 . 6bi1 cOCTaBeH MiaH Knagbuiwa ¢ 20 KpecTamu, 1 eLLé YeTbipe
BbIOPOLLUEHHbIX KpecTa 6binu nepefaHbl B dpmutax (MaHueHko, ®énopos 2017). Heckonbko
NMaMATHMKOB C KNagouLla, Kak Ham yaanocb YCTaHOBUTb, NepeBe3eHbl B T. [7oB (MckoBcKas
obnactb) u 4. becepa (BonocoBckui paioH JleHMHrpagckom obnactu).

B 2019 r. ctyneHTbl Kadenpbl MHPOPMALMOHHbBIX TEXHONIOTUI B KPeaTUBHbIX 1 KYNbTyp-
HbIX MHAYCTpUAX lymaHuTapHoro nHctutyta COY nop pykosogcteom H. O. MNukosa Bnep-
Bble MPMHMMaNM yyactue B paboTax Apxeosnornyeckon skcneguumy focynapcTBeHHOro
SpMuTaxKa No U3yyeHuo KySIbTOBOW apXUTEKTYPbl Manbix dopm. bbinu cozgaHbl 3D-mopenu
KaMeHHbIX KpecToB U3 A. BoHoconoBo, HaxogdAwmecs B doHAax dpmutaxa (puc. 1-2).

OTmeTM, yTO 3TOT BUA PaboTbl NO3BONAET MPeAcTaBUTb OOBLEKTMBHOE U TOUYHOE
n3obpaxeHre pake pas3dbutoro Kpecta. [laHHble 3D-mopenn U onucaHWe KpectoB
6b1K ONy6NMKOBaHbl Ha calTe «3feKTPOHHAA SHUMKNoneama dpmutaxar (http://www.
archaeoglobus.sfu-kras.ru/monument/kultovyj-kompleks-vojnosolovoy/).

Kpome Toro, 66111 co3faHbl HeCKONIbKO 3D-mMopeneil 06beKTOB, HAXOAALWMXCS B Nofe
(puc. 3)(http://www.archaeoglobus.sfu-kras.ru/monument/kultovyj-kompleks-smolegovitsy/).

Co3paHue 3D-mopeneit ¢ nocneaytowe ux nyénunkaumen no3BonseT noayunTb Kave-
CTBEHHble M306pakeHNs TPYAHOAOCTYMHbIX MAMATHMKOB, HeobXxoanmMble ANA fanbHen-
Wwel HayyHoW paboTbl MO M3YyYEeHUI0 KaMeHHbIX KpecToB. Takne nybnmkauum no3BonaT
PEKOHCTPYPOBaTb B BUPTYasbHOM NPOCTPAHCTBE CKOMIEHUA KPEeCTOB 13 OLHOWN AepeB-
HW, YTO BaXKHO ANIA BOCCO3[aHNA NUCTOPUYECKOTO U KynbTypHOro naHgwadra. B 2021 r.
Hamu co3gatotca 3D-mopenn ewe 20 NaMATHUKOB. Tak, NepPCNeKTUBHbIM BUAUTCA NpPU-
MEeHeHne MeToAa KOMMbIOTEPHON pecTaBpauumn pa3buTbix KaMeHHbIX KPecToB Al BOC-
CTaHOB/EHNA X NEePBOHaYanbHOro B1aa. Mbl Hageemca NPoaoIKUTb PaboTbl B JaHHOM
HanpaBfieHUN.

MeTtogbl nccnegoBaHms

B xope paboTbl MpumeHanacb TexHonorus ¢GoTorpaMMeTpUM — MpoLecc Co3aaHuA
3D-mopenu Ha ocHoBe U306paxkeHUi i o6beKTa, cPoTorpadnpPOBAHHOIO C PasHbIX YroB.
CbhEMKa KaMeHHbIX KPecToB NPOMU3BOAMIIaCch B KaMepasibHbIX M NMOJEBbLIX YCTOBUAX C MOMO-
Wbto cnepytoLero obopynosaHus: potoannapat Canon 5DsR n o6bektie Canon 24-70 mm.

CueHapuil CbEMKN B KaMepasbHbIX YCJIOBUAX COCTOAN M3 ABYX 3TanoB: MepBbIN
BKJ/IIOYaN CbEMKY Bpallaloweroca BOKPYr cBoe ocum obbekTa ¢ TPEX nosmunn ¢oto-
annapara - 0°, 40°, 80°, BTOpOI 3Tan — aHaNOrMYyeH NepBoMy, oHaKo 06beKT Obl ne-
peBépHYT Ha 180°.

CueHapuin CbEMKM B MONEBbIX YCNOBUAX TAKMKE COCTOAN M3 ABYX 3TAMOB: Ha NEPBOM
6bina 3adurkcmpoBaHa obuiasa reometpusa obbekTa, AnA 3Toro oH 6bin choTorpadmposaH
BOKPYT He MeHee yeM ¢ Tpéx nosuunin- npubnusmtenbHo 0°, 40° n 80°. Ha BTopom 3Tane
BHUMaHMe yaensanoch paHee He3adMKCMPOBAHHBIM 1 0CO60 3HaUMMbIM 0611acTAM 06 beKTa.

B o6oux cnyuyasx doTtorpadum genanucb C 60MbLNM NEPEKPLITUEM COCEHMX KapOoB,
paBHbIM B cpeiHeM 50 %, no3ToMy Ha ofHy no3uumio doToanmnapata NPUXOAUIOCH OKOSIO
30 CHMMKOB, a No 3aBepLUeHNn Bcen CbEMKM — okono 180. OgHaKo B MOMEBbIX YCIOBUAX
KOJIMYEeCTBO CHUMKOB 3aBMCENO OT pa3Mepa 1 obLiel reomeTpum o6beKTa, NO3TOMY B pe-
3ynbTate nony4anocb okono 300-500 cHMMKOB.
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Puc. 1 Puc. 2
3D-mopenb KpecTa ¢ Hagnucamm (AC3-1) 3D-mogenb pasbutoro Kpecta (AC3-4)

Puc. 3
3D-mopgenb 6osbluoro Kpecta 3 4. Crapble CMonerosuubl

Ona co3panna 3D-mofenun Ha ocHoBe GOTOU306paXKeHNI NCMONb3yeTCA MPOrpaMmmHoOe
obecnieveHune Agisoft Metashape. MpurHUKN cO3aaHNA 3aKIIOYAETCA B TOM, UTO Ha KaXKAoM
13006pakeHNN OTbICKMBAKOTCA 0bLLME TOUKK, @ MO HUM ONPeAENATCA NPOCTPAHCTBEHHbIE
KOOpAMHATbI, B pe3ynbraTe Yero co3gaérca obnako Touek — COBOKYMHOCTb BCEX MPOCTPaH-
CTBEHHbIX KoopauHat doTorpadurpyemoro obbekTa (puc. 4).

Ha ocHoBe obnaka Touek CO38aéTcA MOMMNIOHaNbHasA CeTKa — COBOKYMHOCTb BEPLUVH,
pébep u rpaHeit, koTopble onpegensaoT dopmy 3D-monenu (puc. 5).

Mo 3aBeplieHNN ANA Ha3HayeHMA LUBeTa ONpeAenAeTcA COOTBETCTBME MeXAy MUK-
censmmn Ha poTonzobparkeHUn 1 NONANFrOHaMK, B pesyfbTaTe yero obpasyeTca TeKCTypa
3D-mopenu (puc. 6).

Takmm obpa3zom, B pe3yrbtaTe paboTbl Obisa Npor3BeaeHa CbéMKa 33 00bEKTOB B KaMepaslbHbIX
1 NMOJIEBbIX YCNOBMAX, U1 HA OCHOBE UX 1306parkeHuUin co3paHbl 3D-mopenm (https://skfb.ly/ooRWo).
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Puc. 4
O6nako Touek

Puc. 5
MonuroHanbHaa 3D-mopenb

Puc. 6
TekcTypupoBaHHasa 3D-mogenb
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SHIFTING GROUNDS: THE ARCHAEOLOGICAL PRACTICE
IN THE AGE OF DIGITALTECHNOLOGY

Introduction

In the last decade, 3D visualisation has seen a strong diffusion in the cultural heritage
sector. The development of more efficient computers, the distribution of friendly user
interfaces, and the spread of new sensors for recording and visualising information were
pivotal for exploring 3D visualisation technology to support advanced interaction and
promote new investigation methods. Since the early 1990s, 3D visualisation was conceived
as a dynamic tool for increasing the perception of the archaeological material (Reilly 1991),
and 3D models were considered an effective solution for addressing complex questions
and revising different hypotheses (Renfrew 1997).

Despite the possibilities offered by 3D visualisation, the third dimension was mainly
used to provide the general public with explicative and more realistic pictures of the past.
Most of the papers produced at the beginning of the 2000s focused on public engagement
and technological innovation with minimal impact on theory, methods and knowledge
production (Hermon 2008, 37).

More recently, scholars started conducting experiments for testing the use of 3D
visualisation in support of research and analysis. Visualising for understanding was a better
practice, and for this reason, several researchers started using 3D models to review and
clarify the relationships among the fragmented archaeological pieces of evidence scattered
across time and space.

3D visualisation was more and more conceived as a tool for observing rather than
presenting (Frischer, Dakouri-Hild 2008), and the diffusion of friendly user interfaces
and affordable visualisation technology triggered an exciting experimentation phase.
An example of this approach was developed within the frame of the archaeological
investigation conducted by Frischer and Fillwalk in the Campus Martius in Rome, where
3D computer simulations were used to shed light on the structural and symbolic
relationship among different monuments at the time of their foundation (Frischer,
Fillwalk 2013).

The spread of 3D recording technologies such as Laser Scanning and Image-Based
3D Modelling represented another significant step for the diffusion of 3D visualisation
within the archaeological practice. These new documentation methods had significant
implications on how archaeological information is recorded and managed (Roosevelt
etal.2015), and the possibilities of including these techniques during the field investigation
provide archaeologists with the opportunity to assess the capacity of 3D visualisation to go
beyond the sphere of discovery (Callieri et al. 2011; Edgeworth 2014; Berggren et al. 2015;
Taylor et al. 2018).

© Dell’'Unto Nicold, 2021
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Today, the possibility (1) to use multiple types of devices, (2) to choose among various
sets of 3D models and (3) to engage with sensors capable of catching information beyond
the visible spectrum provides the prerequisite for testing new investigation strategies and
identifying new information. However, the advantages of adopting 3D visualisation and
recording systems in support of archaeological field practice are not only related to the
possibility of creating virtual replicas of the evidence encountered during the investigation
but rather on the possibility of bridging the physical and the virtual dimensions for assessing
new research strategies and identifying novel relations. Archaeological investigation
environments consist of elements that expand far beyond their shape (Valente et al. 2017),
and 3D visualisation can highlight and link both tangible and intangible aspects of the
information.

3D Visualization and Archaeological Field Practice

Among the different solutions available for assessing the potentials of 3D visualisation
within the archaeological practice, 3D Geographic Information Systems were successfully
adopted in several projects to review the excavation process (Opitz, Nowlin 2012;
Berggren et al. 2015; Roosevelt et al. 2015; Dell’'Unto et al. 2015), to assess the volumetric
relation between the strata (Lieberwirth 2008; Landeschi et al. 2019), to include the work
of specialists within a broader investigation (Wilhelmson, Dell'Unto 2015) and to support
visibility and architectural studies (Landeschi et al. 2015; Polig 2017).

Within the Lund University Digital Archaeology Laboratory DARKLab (www.darklab.
lu.se), we have been testing the use of 3D GIS platforms in the frame of several projects
to answer research questions considered too difficult (or sometimes impossible) to assess
in a 2D environment.

Among the different case studies developed, the archaeological site of Stora Forvar —
recently investigated within the frame of the research project “the pioneer settlements
of Gotland” - represents an excellent example of how 3D GIS platforms (and 3D visualisation
in general) can be employed for creating multi-dimensional representations of the space
to address complex research questions.

In this specific case, it was possible to merge in the same virtual environment datasets
collected by different archaeologists across a period of almost 200 years. The site was initially
excavated between 1888 and 1893 by the archaeologists Lars Kolmodin and Hjalmar Stolpe.
Part of the documentation was published in 1940 (several years after the end of the field
activities), and more recently (in 2013), a new excavation was carried out for assessing and
studying the presence of cultural layers that could provide furtherinformation on the temporal
sequence of activities which took place on-site (Apel, Stora, Landeschi 2015; Apel, Stora
2017). This also represented a good occasion for designing a 3D visualisation environment
capable of combining the information retrieved during the excavation in spatial relation with
the available archaeological records collected during previous investigations. For this reason,
a Phase-Based Laser Scanner was employed for producing an accurate 3D description of the
cave where the investigation campaigns took place (Lundstrém 2016; Landeschi et al. 2019).

By combining the information visible on the graphic documentation produced during
the 19th century with the 3D surface model generated using the laser scanner, it was
possible to employ the 3D GIS for reconstructing the sequence of layers removed during
the excavation (fig.1, A). This operation allowed simulating the spatial relations between the
arbitrary layers and the artefacts retrieved at the time of the excavation/s (Landeschi et al.
2019). The possibility of using the 3D GIS to include legacy data within the 3D visualisation
system allowed reconstructing the relationships between artefacts and layers (fig. 1, B).
The interpolation of such datasets within a 3D spatial environment allowed the generation
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of density maps for displaying the distribution of different categories of artefacts in the
virtual cave bringing important indications concerning the use of the site during the
Mesolithic (Landeschi et al. 2019, 2817).

This experiment demonstrated how 3D visualisation technology could be a crucial
asset when dealing with datasets collected using different methodological approaches.
In particular, the possibility of reusing legacy data for virtually simulating the space where
the investigation was conducted represented an enormous advantage. This experiment
shed light on the capacity of 3D visualisation to bridge the physical with the digital reality
providing researchers with the possibility of operating simultaneously on multiple grounds.

Another exciting aspect to consider relies on the possibility of using 3D visualisation
technology directly in the field (Dell'Unto et al. 2017; Taylor et al. 2018). Using a tablet PC
on-site for managing and visualising the information uploaded in the 3D visualisation
system makes it possible to verify the hypothesis defined in the virtual dimension against
the evidence encountered during the investigation (and vice versa).

Fig. 1
The image displays the archaeological site of Stora Forvar visualized in the 3D GIS. On the upper part
of the image (A), the 3D surface model of the cave is displayed in spatial relation with the analogue
documentation. In the lower part of the image (B), the 3D volumetric layers are reconstructed using
the documentation produced during the 19th century. 3D GIS visualization made by Giacomo
Landeschi, the 3D surface model produced by Stefan Lindgren and Victor Lundstrom
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This practice has a significant impact on the way the records are collected and used in
the field, and it is in line with the idea that the archaeological records should be the result
of a direct and non-mediated experience (e.g. Powlesland 2016).

By keeping separate the digital and the physical dimensions, we reduce the intellectual
engagement with the material being investigated, generating interpretations that do not
include all aspects of the investigation. This reinforces the idea that the virtual (3D) space
should not be considered an alternative method but as a central practice for understanding
the past.
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ACTING IN DIGITAL CULTURAL
HERITAGE APPLICATIONS

Introduction

Digital technologies offer a new way to communicate and experience cultural heritage.
It is now becoming possible to virtually recreate the original appearance of cultural
monuments and enable the users to take virtual walks exploring interactive 3D models
of objects preserved only in remains. Virtual Reality (VR) is a technology that transfers the
users to a different place and time through devices called Head Mounted Displays (HMD)
and enables a total immersion in another reality.

But even the most photorealistic virtual reconstruction is not attractive enough
without people (Rizvi¢ 2017). Virtual reconstructions populated with 3D models
of inhabitants bring better experience to the visitors, but it is still not completely
immersive. Our experience shows that the maximum level of immersion is achieved
when real actors are added inside virtual reconstructions, telling stories in the roles
of historical characters (Rizvi¢ etal.2019).In this paper, we will present this methodology
from a different perspective: through the experience of the actors. We will show which
acting methods changed when applied in Virtual Reality and which have remained
the same. The main research hypothesis is that real actors add to immersion and
edutainment of virtual cultural heritage applications and we will confirm it through
the actor’s experience and the experiences of our users.

The paper is organised in the following way: the Background section gives an overview
of acting through the history and state of the art in Virtual Reality projects involving actors;
The Case studies section briefly describes the projects we developed, Actor’s experience
presents the actor’s point of view and the challenges she encountered playing in Virtual
Reality; the User experience section proves our hypothesis through user experience
evaluation studies, and in the end we present our conclusions.

Background

Acting through history

Acting in VR is a relatively new experience for actors, so we cannot claim with cer-
tainty what acting techniques, systems, and models we could implement in this medium.
Throughout the rich history of the art of acting, there have been numerous attempts
to define the process by which actors create their own role, to analyse and develop
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apsychological and physical approach to this process, but even today we can say that acting
is a secret still being revealed. In an attempt to create a system of acting in VR, it is use-
ful to remind ourselves of all the ideas about acting produced throughout history, mainly
practice gave birth to theory, and theory was validated in practice through different experi-
ments and specific experiences.

Acting theories have existed ever since Plato and Aristotle. Plato believed that acting
feeds passion instead of controlling it, whereas Aristotle believed that acting brings
catharsis showing us not what is happening, but what could happen, not the man that he
is, but the man he could be. As early as 685 BC, in his poem Ars Poetica, Horatio predicted
the dominant path in European acting: realism (truth and religion). Christianity condemned
drama and acting. John the Baptist cursed those who go to theatres, and Augustine of Hippo
believed that love of theatre was pure madness.The following centuries left no written traces
of the development of the art of acting until Averroes, who translated Aristotle's Poetics
in the 12th century and sparked interest in theatre. The medieval theatre mostly displayed
liturgical drama, although at the same time folk comedy was being developed in the streets,
fairs, and squares. As for acting, it experienced the next important phase of its development
through Commedia dell’arte, which introduced masks and type characters. The 15th and
16th centuries introduced serious theoretical texts and polemics about whether acting was
the art of reality or the reality itself. This is a dilemma that has existed ever since Aristotle -
whether actors represent or live the part they play, what means they use to represent the
part, to what extent they live the part or identify with the part they play.

Miguel de Cervantes stated that the function of drama and theatre was to be the
mirror of nature and the image of truth. Religious conservatism of sixteenth-century
England criticized acting for being a lie, and lying is a sin. Nevertheless, in his tragedies and
comedies, Shakespeare spoke of the importance of theatre and defined the main aspects
of acting technique in his famous monologue in Hamlet (Hamlet’s speech to the actors)
in which he talks about mimesis, plots, speech technique, movement, control, taste, etc.
In the comedy A Midsummer Night’s Dream, he emphasises the primordial human need
for acting and its social function; he talks about communication with the audience, the life
of characters and distance, genres...

In the 17th century, in his comedies, Moliere speaks of the principles of acting, whereas
in the 18th century, Diderot wrote in the Paradox of the Actor that actors play a vital role
in society and deserve respect, entering into a polemic with great actress Gabrielle Réjane
who advocated complete identification with a character, whereas Diderot believed in
detailed preparation and the technical aspect of the art of acting, considering it equally
important to the actor’s feelings. At the same time, serious texts about the art of acting
are written in England, and actor and director David Garrick believes that acting is the
art of creation, the actor does not imitate but carefully observes and creates the role to
perfection based on his understanding.

All the major philosophers of the 18th and 19th century Germany wrote about acting.
In the Hamburg Dramaturgy, Lessing wrote that actors’ technique is just as important as
their feelings. Schopenhauer noted that actors cannot disavow their personality, they have
to be intelligent and experienced enough to understand the character and have the ability
to show it on the stage.

Romanticism gave priority to emotions, and the entire 19th century was marked by the
contemplation of what is the priority — reason or emotions. In his essay/book Mask or Faces,
William Archer believes that such a dilemma is unnecessary because willful actions cannot be
separated from emotions, intellect and emotions always go hand in hand, in parallel. Belinsky
and Grigoryev in Russia wrote that actors are not ordinary performers, they are wizards of
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deep spirituality and unbridled imagination. The naturalism of the 19th century returns acting
and actors to simple gestures and natural movements displaying the man in his everyday life.

Symbolism attempted to replace actors with masks, statues, shadows, dolls, so that the
form becomes more important than the content. Meyerhold believed that theatre should
give up on realism. However, the Russian symbolists became more interested in the work
of Konstantin Sergeyevich Stanislavskiwhosetthefoundationsof modernactingand made
the first system of acting based on theory and practice. During the 20th century, the art
ofactingunderwentperhapsthebiggesttransformation, giventhe numeroustheoriesand
practices that existed. The most influential theatre practitioners — Stanislavski, Brecht, and
Artaud - made an immense contribution to theory, as did many others such as Grotowski,
Michael Chekhov, Sanford Meisner, Beckett, lonesko, Viola Spolin, Pina Bausch, Robert
Wilson...Thetheoriesand practices of the 20th century brought new challenges foractors;
they gained experiences in synthetic theatre, theatre of the absurd, political theatre,
dance theatre, theatre of attractions, biomechanics, ritual theatre, dialectical theatre...
In 1929, Stanislavski wrote his famous text The Art of Actor and Director, and subsequently
numerous books on theory and practice of acting, thus setting the foundations
of modern theatre acting and film acting of the future. His main struggle in theatre
was the struggle for realism, for life through the art of experience, and we can assert
that his system “has in itself everything that comprises an integral, sufficiently closed
system, which is at the same time open enough to produce or subsequently receive a
whole series of new ideas..."(Stjepanovi¢ 2005, 131). Stanislavski’s system became the
foundation for the development of the realistic approach to acting that was developed
in the famous Actors Studio in New York where Harold Clurman, Stella Adler, and Lee
Strasberg produced generations of actors who developed the system of approach to film
acting that we cultivate today.

At the end of this short overview of ideas in acting through centuries, we ask ourselves
whether it is possible to create a certain system of acting in VR in the future that will have its
own strict rules and will serve as a guide for actors in a medium that most certainly awaits
them? Creating and expressing reality in a VR film is a new challenge posed to actors of today.

Virtual Reality applications with actors

Adventure game Phantasmagoria (Kurlan) by Sierrain 1995 is one of the first applications
using actors in Virtual Environments (VE). The main characters were filmed in front
of a green screen with pre-rendered backgrounds. At that time, it was a good solution
for graphicsin computer games. In digital cultural heritage, the Livia’s Villa Reloaded project
is significant (Pietroni, Forlani, Rufa 2015). In this project actors are telling stories about the
life in the Villa of the wife of the Roman emperor Augustus. The application isimplemented
as a Kinect application that uses gestures, online WebGL application and application for
HMD, and uses interactive digital storytelling methodology. Samuel Beckett in VR (O'Dwyer
et al. 2018) is an interactive VR narrative of Samuel Beckett's theatrical text Play. Actors are
filmed in front of a green screen using free-viewpoint video (FVV) and then the VE is added
as a background.

A valuable analysis is presented in (Elmezeny, Edenhofer, Wimmer 2018) where two
dimensions of immersion in 360-degree videos - narrative and technical - are considered.
The user experience evaluation with a comparison between 360-degree videos and
traditional linear videos has been conducted. The authors state that 360-degree videos are
still mostly narrative-driven, and cues are essential for directing the user's attention. The
cues need to be communicated to actors in order to secure the users’attention in the right
direction. We support this statement and implement it in our projects.
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Fig. 1
Filming the actor in White Bastion project. Photo: S. Rizvi¢

Case studies

Sarajevo Graphics Group research laboratory from the Faculty of Electrical Engineering,
University of Sarajevo, Bosnia and Herzegovina, has been creating digital cultural heritage
applications since 2005. Here we will mention those that use the actors and describe how
our experience has been introducing changes and improvements in every next project.

The 4D Virtual Reconstruction of White Bastion Fortress (Rizvic¢ et al. 2016) is a digital
presentation of the fortress in Sarajevo built in the medieval period. The archaeological
excavations also contain findings from the Ottoman and Austro-Hungarian periods. We
presented the history of this fortress through an interactive digital storytelling application
combining 6 virtual models of the object from all 3 historical periods with narration and
reconstructions of artefacts found on the site. The actor-narrator plays the role of an eternal
soldier from the fortress, changing uniforms according to historical periods (fig. 1). The ac-
tor is recorded on the site and 3D reconstructions of the fortress are added behind him us-
ing digital compositing. The final format of digital stories is HD video. The stories are added
in the WebGL application created in Unity 3D (4D Virtual Reconstruction of White Bastion
Fortress Application 2016). Modelling of the fortress was done in Cinema 4D.

Within the H2020 iMARECULTURE project (Skarlatos et al. 2016), which aimed to present
underwater cultural heritage using digital technologies, we first created a pilot interactive
digital storytelling application about one of the oldest shipwrecks in human history,
known as the Kyrenia shipwreck (Rizvi¢ et al. 2017b). In this project we created 6 stories,
3 about technical characteristics of the ship and its assumed sailing route and 3 about
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the life of sailors and their sad destiny. For the technical stories we recorded the actor on
the green screen and superimposed him in the computer animation, and in the remaining
stories the actress playing the role of the captain’s wife was recorded in exteriors at the
seaside (fig. 2). The final format of these stories was HD video, and the whole application
was implemented as a web site (Kyrenia Interactive Digital Story 2017).

For the iIMARECULTURE project we also created storytelling for 3 selected underwater
sites: Baia in Italy, Mazotos in Cyprus and Xlendi in Malta. In Baia storytelling we created
360° video stories as composites from actors recorded on green screen and 360° renders
of virtual reconstructions of a Roman villa and the village streets. Baia was a luxurious
resort of Roman aristocracy where they used to spend their summer holidays. It is located
close to Naples, Italy. Today half of the city remains underwater and the other half is inside
the archaeological park. The sunken part that can be visited only by divers today can be
explored through our Virtual Reality application. In Baia storytelling the actors recreated
an episode of the town'’s life where a rich aristocrat is buying a statue from a local sculptor
(fig. 3). The final format of digital stories is a 360° video embedded in the Dry Visits Unity
VR application.

Mazotos is a shipwreck site close to the village Mazotos in Cyprus. It is assumed that
the sunken ship was transporting goods placed in amphoras, so we have created a digital
story about transportation means in the classical Greek period. The actor-narrator is
recorded on green screen and superimposed onto an animated background displaying
various information from his narration (fig. 4). The final format of the story is a 360° video,
embedded in the Dry Visits Unity VR application.

Fig. 2
Actors in Kyrenia interactive digital story. Photo: S. Rizvi¢

Fig. 3
Actors in Baia storytelling. Photo: S. Rizvi¢
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Fig. 4
Actor in transport amphorae story, IMARECULTURE project. Photo: S. Rizvi¢

During the dry visit to Xlendi we present a 112-meter deep site of a shipwreck where
a Phoenician ship has sunk close to the village of Xlendi in Gozo, Malta. The actor recorded
on green screen and superimposed over computer-generated images tells the story of the
wine trade in the classical Greek period (fig. 5), as it is assumed that the sunken ship was
transporting wine. This story is exported in HD video embedded in the Dry Visits Unity VR
application.

Fig.5
Actor in wine trade story, IMARECULTURE project. Photo: S. Rizvi¢
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Fig. 6
Actress playing different historical characters,
Roman Heritage in the Balkans project. Photo: S. Rizvi¢

Another project where we recreated life in the past through digital storytelling with
actors is Roman Heritage in the Balkans (Roman Heritage in the Balkans Project 2020). We
recorded in a 360° video format the selected sites with remains from the Roman period
in Serbia, Montenegro, Albania and Bosnia and Herzegovina and created a Virtual Reality
application presenting each site in form of the 360° VR reconstruction of its original
appearance superimposed over the video of the remains (fig. 6). In these stories the actress
had to be aware of the virtual environment in which she would be added and to look and
play in the right direction in accordance with the virtual background. The actress played
12 different characters from the history of the selected sites. She was recorded on green
screen and added to the background in Adobe After Effects. The stories were rendered as
VR videos and embedded in the Unity VR application available in local museums.

In the Old crafts Virtual Museum (Old Crafts Virtual Museum Project 2020) (fig. 7) and
Underground project (Underground Virtual Exhibition 2021) (fig. 8), the actors recorded on
green screen were added directly to the Unity virtual environment, without superimposing
or rendering in a video format. In this process, we encountered the challenge of “floating’,
as the viewer did not have the feeling that the actor belongs in the virtual environment. We
overcame this problem by adding him to the 3D geometry instead of rendering the 360°
image used as a background.

In the Battle of Neretva VR we recreated one of the most important WWII battles
in Bosnia and Herzegovina, which took place in Jablanica. Adding a VR application (Battle
on Neretva VR 2020) to the Battle Museum exhibition, we created an educational game
where the user is tasked to destroy the bridge, take down enemy airplanes and transport



Fig.7
Old crafts Virtual Museum. Photo: S. Rizvi¢

Fig. 8
Actor added to the virtual model in Unity 3D, Underground project. Photo: S. Rizvi¢

awounded comrade across theriver, asithappenedin the historical event. Here we recorded
the actors in 360° video and combined those videos in the Unity 3D application, together
with a game play animation (fig. 9). In this storytelling we were facing all the challenges
of filming in VR, setting up not yet established film grammar rules and procedures for this
new media format.

Actor’s experience

The primary function of acting is to communicate thoughts and emotions to the
audience and this thesis is the foundation of everything we need to know about film
and theatre. However, most actors come from theatre acting tradition, which makes the
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challenges of film acting even greater. Sir Laurence Olivier used to say: “It took me many
years to learn to film-act” (Barr 1997, 6) and when Sir John Gielgud was asked what was the
most difficult aspect of film acting, he replied: “Making it simple!” (Barr 1997, 6)/

Film acting has undergone an interesting path from big gestures to simplicity. In silent
films, due to the lack of sound, directors and actors needed to overemphasize gestures and
facial expressions so the audience could follow the story. The introduction of sound made
big changes because silent-film actors faced the problem of adjusting to a new situation;
many of them gave up, and producers and directors reached out to theatre actors in search
of a more realistic performance.

In theatre, actors must communicate with people sitting in the back row as well;
gestures are larger, the physical aspect of acting must be visible enough because details
can often be lost in space. While on film the audience is in the camera, each physical action
of the actors is enlarged and focused on their faces. By the end of the 1930s, numerous film
stars appeared (James Stewart, John Wayne, Katharine Hepburn, Henry Fonda, Clark Gable,
Spencer Tracy...), actors who tried to reconcile the two worlds and get closer to common
people in order to make the audience's identification easier. Alongside the film, there is
The Group Theatre in 1930s New York with Lee Strasberg, Elia Kazan, Stella Adler... which
gave birth to the Actors Studio. A more naturalistic style was dominant in the 1940s when
Marlon Brando appeared on film and set new standards of film acting. The 1950s brought
another revolution - television. Actors came into viewers' homes, big close-ups became
common so actors had to keep their performance under control of simplicity. Actors had to
follow and adjust their acting to new technological achievements.

When thinking of VR, we usually focus on the technical aspect of this experience. We pay
less attention to the importance of the art of acting and the contribution of actors to this

Fig. 9
Filming the actors in 360 video, Battle on Neretva VR. Photo: S. Rizvi¢
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new technology. The role of actors in VR has not been researched or defined sufficiently,
because it is a relatively new experience and not part of formal education, and for good
reason. Our past experiences suggest that actors must certainly pay attention to the means
of acting used in the green screen and the VR film because they are different.

In his book “Acting for the Camera’, Tony Barr defines a good actor:“| believe good actor
is 1. one who can articulate for the audience what the material is about; 2. one who can
interest the audience sufficiently to make them want to stay and watch the performance;
and 3. perhaps most important, one who is able to move the audience.” (Barr 1997, 288)
When watching a film, we suppose that everything we need to know is within a frame,
everything outside the frame is irrelevant and meaningless. However, with the arrival
of VR technology, actors are faced with numerous new questions when acting is concerned.

Actors in a 360° video must primarily think about what a viewer could see. Unlike
filming a 2D film in frames, in a VR film, actors are found within a frame at every moment,
they cannot hide or leave the frame, their focus must be continuous. In this case, emotional
engagement must always be at the same level, because we never know whether the viewer
will choose to look at the actor in close-up all the time. Actors must also be aware at any
moment and control their physical adjustment to the role, they cannot relax, the body must
always be alive and present. If in any key scene the viewer decides to focus on the actor’s
hand or mouth, the entire body must play the role. Everything the actor does can be seen
by the viewer at a certain point. Such a way of acting demands supreme concentration as
well as the ability to maintain an emotional intensity through the shooting. Actors must
be trained in a classical sense of the continuity of role demanded by theatre, as well as
expressiveness and emotionality demanded by film acting.

VR film represents life perhaps more intensely than theatre and film because the viewer
can see actors in their entirety at every moment. If there are many actors in a VR scene,
the director must make sure that all actors act with the same intensity, obviously with the
difference in roles, but it is very important that they are aware of the medium they are
acting in and that they maintain the truthfulness of the world they are creating together.
Another interesting fact of VR acting is that there are no small and big roles in a scene with
many actors, all roles are important and big, equally important are those who lead the
scene and those who may not say even a word and just sit around. Such characters might
be called extras in a film, but in VR they can become one of the key characters if the viewer
decides to focus on that particular actor in the scene.

The VR headset used by viewers gives them the freedom to focus on any point within
the 360-degree image and this viewer position has more in common with the theatre than
with the film. The viewer is the one choosing the point of focus, it is not suggested by the
film cut or editing, the viewer can create his own story from what is being offered. The
viewer does not need to watch the actor who is talking, he can choose to look at what’s
on the table or what the weather is like by looking through the window or he can focus
on a seemingly meaningless detail. The film director and editor decide where to direct
the viewer’s attention, they lead the viewer to what they want to be seen. There is no
foreground, middleground, background, everyone can be in the foreground regardless of
having a line in the scene or not, everyone must be in character all the time.

It is also very important to distinguish acting in the VR film from acting in front of the
green screen. In the latter case, acting must be very reduced. The story is certainly in the
foreground, but the body and gestures must be very controlled. Actors must always be
aware that they are just a guide through the world that will be technically processed
by graphic designers and that is how they tell a story. If actors decide to make a certain
movement, they must cooperate with the director or graphic designer in order to direct
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that movement to the focus of the story. While the VR film offers certain freedom and
continuous presence of actors, the freedom in front of the green screen is nevertheless
limited to actors entirely serving the world that is digitally made by designers.

We can say that VR acting is close to theatre acting where actors are always aware of
being entirely watched. While in the film actors can be distributed depending on the shot,
in VR film actors must be ready to combine the two worlds — theatre (in terms of physical
adjustments) and film (in terms of emotional intensity needed for film acting). We believe
that acting using VR technology will get its own system and rules, but past experiences
show that the combination of film and theatre experience is the most useful approach.

Acting using VR technology will most certainly pose a challenge for actors in the future,
but the art of acting will surmount the challenges of new technologies like it had survived
and adjusted to all the technical achievements in its rich millennial history.

User experience

The most credible method to evaluate the quality of digital heritage applications
is the user experience. For every mentioned project we performed the user experience
evaluation studies using qualitative and quantitative methodology. Here we will present
just a short overview of results we obtained through those studies.

For the White Bastion project, most of the users reported feeling more engaged and
paying more attention to interactive presentations of cultural heritage. They appreciated
the possibility to explore the VEs which they could not do in a movie. They like the
combination of digital stories and models because “models are described by stories and
can display the information from stories”. They stated that the actor added an emotional
dimension to the presentation.

Inthe Kyrenia project the user experience evaluation conducted shows that we achieved
a high level of edutainment, as users state that they learned about the ship in an attractive
and amusing way (Rizvi¢ et al. 2017b). The users showed a high level of empathy towards
the wife of the captain, becoming emotionally involved in her tragic story.

Dry visit application presenting underwater sites selected by the iIMARECULTURE
project in VR was also appreciated by the users. Aside from gaining the opportunity to visit
the sites that were only accessible to divers, they expressed satisfaction with storytelling
claiming that the actors recreated life in the past, which they got to experience through
Virtual Reality (Skola et al. 2020).

The users also enjoyed the performance of the actress in the Roman Heritage in the
Balkans project, particularly the different roles she was playing, wearing different costumes
and connecting the history of selected sites with their virtual reconstructions through
characters in the stories.

The actor in the Old crafts Virtual Museum, according to the users’ opinions, revived
the forgotten craftsmen through storytelling, reciting funny verses in the form of old folk
songs. In the Battle on Neretva the actor was perceived as the partisan commander and
the users followed his directions through the gameplay. The most favorite moment for
the users was when, at the end of the game play, comrade Tito appeared to congratulate
them on the successfully completed mission. In the Underground project, the actor
successfully conveyed to the audience the tragic destiny of dissidents and the emotion
of their testimonies.

What all these results have in common is that the users very much appreciate storytelling
performed by actors and enjoy identifying with the roles they play. This gives us a great
opportunity to recreate cultural heritage in Virtual Reality and realise the eternal dream
of traveling through time to the past.
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Conclusions

In this paper, we have presented how cultural heritage can be recreated and preserved
using digital technologies. In the projects mentioned, actors are either recorded on
green screen or filmed with a 360° camera and added to Virtual Reality applications. We
offer insights of the production coordinator about VR technology and interactive digital
storytelling methodology (Rizvi¢ et al. 2017a), as well as insights of the actress involved
in the production.

We present which acting methods apply in VR and which need to be adjusted.
As VR videos and applications are still a new media without defined rules of film language
and production, we consider our experience as pioneering and offer it to researchers
as references for their future projects.

We can conclude thatdigital heritage applicationsareinterdisciplinary projectsinvolving
different professionals, such as archaeologists, historians, writers, film and visual artists,
music authors, sound and production designers and computer scientists. Each of these
professionals adjusts to the new media of Virtual Reality. The quality of that adjustment
brings success to the created application.

We believe that Virtual Reality production is the media of the future. Its potential
in presenting cultural heritage can bring heritage closer to the people and draw attention
to the important lessons from the past.

REFERENCES

Barr 1997
Barr T. Acting for the Camera: Revised Edition. New York, 1997.

Battle on Neretva VR 2020
Battle on Neretva VR. 2020. URL: http://h.etf.unsa.ba/bitkananeretvivr/ (accessed: 17.05.21).

Elmezeny, Edenhofer, Wimmer 2018

Elmezeny A., Edenhofer N., Wimmer J. Immersive Storytelling in 360-Degree Videos: An Analysis
of Interplay between Narrative and Technical Immersion // Journal of Virtual Worlds Research [S. 1.
April 2018.Vol. 11 (1).

Kurlan

Kurlan D. Phantasmagoria, PCs Best and Most Dated Horror Game, Turns 21, Deadpixels. URL: https://
bloody-disgusting.com/videogames/3403381/phantasmagoria-pcs-best-dated-horror-game-
turns-21/ (accessed: 01.02.21).

Kyrenia Interactive Digital Story 2017
Kyrenia Interactive Digital Story. 2017. URL: http://h.etf.unsa.ba/kyrenia (accessed: 17.05.21).

O’Dwyer et al. 2018
O’Dwyer N., Johnson N., Bates E., Pags R., Amplianitis K., Monaghan D., Smolic A. Samuel Beckett in Virtual
Reality: Exploring Narrative Using Free Viewpoint Video // Leonardo. 2018. P. 1-10.

Old Crafts Virtual Museum Project 2020
Old Crafts Virtual Museum Project. 2020. URL: http://h.etf.unsa.ba/oldcraftsvm/ (accessed: 17.05.21).

Pietroni, Forlani, Rufa 2015

Pietroni E., Forlani M., Rufa C. Livia's Villa Reloaded: An Example of Re-Use and Update of a Pre-existing
Virtual Museum, Following a Novel Approach in Storytelling inside Virtual Reality Environments // 2015
Digital Heritage. Granada, 2015.P.511-518.

84



Rizvi¢ 2017
Rizvi¢ S. How to Breathe Life into Cultural Heritage 3D Reconstructions // European Review. 2017.
Vol. 25 (1). P. 39-50.

Rizvic¢ et al. 2016
Rizvi¢ S., Okanovic V., Prazina I, Sadzak A. 4D Virtual Reconstruction of White Bastion Fortress //
Proceedings of 14th EUROGRAPHICS Workshop on Graphics and Cultural Heritage. 2016. P. 79-82.

Rizvi¢ etal. 2017a

Rizvi¢ S., Djapo N., Alispahic¢ F, Hadzihalilovic B., Fejzic-Cengic F.,, Imamovic A., Boskovic D., Okanovic V.
Guidelines for Interactive Digital Storytelling Presentations of Cultural Heritage // Proceedings of 9th
International Conference on Virtual Worlds and Games for Serious Applications (VS-Games 2017). 2017.
P.1-7.

Rizvi¢ etal. 2017b

Rizvi¢ S., Boskovic D., Okanovic V., Sljivo S. Kyrenia — Hyper Storytelling Pilot Application // Proceedings
of 15th EUROGRAPHICS Workshop on Graphics and Cultural Heritage. 2017. P. 177-181. DOI: 10.2312/
gch.20171311.

Rizvic et al. 2019

Rizvi¢ S., Boskovic D., Bruno F, Davidde Petriaggi B., Sljivo S., Cozza M. Actors in VR Storytelling //
11th International Conference on Virtual Worlds and Games for Serious Applications (VS-Games). 2019.
Vienna, Austria, 2019. P. 1-8. DOI: 10.1109/VS-Games.2019.8864520.

Roman Heritage in the Balkans Project 2020
Roman Heritage in the Balkans Project. 2020. URL: http://h.etf.unsa.ba/romanheritage/ (accessed:
17.05.21).

Skarlatos et al. 2016

Skarlatos D., Agrafiotis P, Balogh T., Bruno F, Castro F, Davidde Petriaggi B., Demesticha S., Doulamis A.,
Drap P, Georgopoulos A., Kikillos F., Kyriakidis P, Liarokapis F., Poullis C., Rizvi¢ S. Project IMARECULTURE:
Advanced VR, iMmersive Serious Games and Augmented REality as Tools to Raise Awareness and
Access to European Underwater CULTURal heritagE // Digital Heritage. Progress in Cultural Heritage:
Documentation, Preservation, and Protection / eds. M. loannides et al. EuroMed 2016. Lecture Notes
in Computer Science Vol. 10058. P. 805-813. DOI: 10.1007/978-3-319-48496-9_64.

Skola et al. 2020

Skola F, Rizvi¢ S., Cozza M., Barbieri L., Bruno F,, Skarlatos D., Liarokapis F. Virtual Reality with 360-Video
Storytelling in Cultural Heritage: Study of Presence, Engagement, and Immersion // Sensors. 2020.
Vol. 20 (20), 5851. DOI: 10.3390/520205851.

Stjepanovi¢ 2005
Stjepanovic B. Gluma Ill, Igra. Podgorica, 2005.

Underground Virtual Exhibition 2021
Underground Virtual Exhibition. 2021. URL: http://h.etf.unsa.ba/underground/ (accessed: 17.05.21).

4D Virtual Reconstruction of White Bastion Fortress Application 2016
4D Virtual Reconstruction of White Bastion Fortress Application. 2016. URL: http://h.etf.unsa.ba/
bijelatabija (accessed: 17.05.21).

85



YOK 004.9:902
DOI: 10.17516/sibvirarch-010

®. C. Mankos
HayuHblii LeHTp npobnem 340poBbsA ceMbl
1 penpogayKumn uenoseka, PO

C.B.Tpuropbes, A. A. NcaeBa
WpKyTCKuii HaLMOHaNbHbIR UCCef0BaTeNbCKNIA
TexHnueckiit ynuepcuter, PO

MEPCMNEKTUBbI MPUMEHEHWA
NHCTPYMEHTOB YMNPABJIEHVA VR/AR-KOHTEHTOM
B APXEOJIOTUN

C pasBuTUEM TEXHONOTNIA BUPTYaNIbHON U JOMOMHEHHON peanbHOCTY, MHGOPMaL -
OHHO-TEJIEKOMMYHUKALMOHHbIX CeTel nepefayvyn faHHbIX, CUCTEM XPaHEHUA AaHHbIX
B YaCTHOCTU 1 MHGOPMALIMOHHbIX TEXHONOT I B LIESIOM Y NcCliefoBaTenel pasHbix 06-
nactel NOABUIOCb MHOFO BO3MOMHOCTEN MO NpeAcTaBAeHMI0O CBOUX MCCNefoBaHWi
N co3faHuto obyyalowmnx matepnanoB. OCHOBHbIMU 3IEMEHTAMU, KOTOPble WCMOMb-
3ytotca npu cosgaHum VR/AR-koHTeHTa asnatoTca 3D-mofenu, TeKCTypbl, aHUMaumun.
Co3paHne TPEXMEPHOIO apXxeonornyeckoro KoHTeHTa (cosgaHune 3D-mopenen) Hayu-
HbIM COOOLWECTBOM HayaTo A0BONIbHO AaBHO (Salvadori 2003). C pa3BuTuem TeXHOMNO0-
run 3D-cKkaHMpoOBaHUA, POCTOM U AOCTYMHOCTbIO BbIUNCIINTENbHbIX MOLLHOCTEN apxe-
ONOrKn BCE valle CTann ucnosib3oBaTtb TexHonorum 3D-ckaHmpoBaHua (3ariueBa 2014,
300-302) n potorpammeTtpun (CtaposoinTos, JlyHeBa 2013, 16-18), Kak npu Kamepanb-
HblX paboTax, Tak 1 B nosieBbix ycnoBuax. OTAeNbHO MOXKHO BblAeNUTb BMPTYaNibHble
PEKOHCTPYKUUM pas3nnyHbix noceneHun (Patay-Horvath 2014, 12-22), cobbiTuin, ncto-
prYeCcKnX MeXaHU3MOB, KOTOpble CO34al0T yUYéHble MYTEM KOMMbIOTEPHOIrO MOAENpo-
BaHWA O1A Pa3NMYHbIX 3a4ay.

Bcé BbiwenepeunciieHHOe, MO CyTU, MOXKHO PacCMaTpuBaTb C TOYKN 3peHUA TPEX-
MEpPHOro KOHTeHTa (BK/loYad TeKCTypbl, aHUMauUuuM U Np.), KOTOPbI UCMNONb3yeTca
C PasNYHbIMN LeNAMM, XPaHUTCA Y UcciiefoBaTesNiell Ha KoMMnbloTepax, npeacTaBnaeT-
CA B My3efAX Ha BbICTaBKax U T. N. Ho ¢ pa3BuTneM TEXHONOMUI, NOTPebUTeNbCKON Ao-
CTYMNHOCTV OYKOB BUPTYaNbHOWM peanibHOCTW ANA WNPOKKX MAaCC HaceNeHna BO3HMKaT
3ajaun ynpaBneHusa JaHHbIM KOHTEHTOM, B TOM uncne n ana VR/AR-cucrtem.

VR/AR-TexHOMOrMn no3BONAIOT BHeAPATb pPa3fnMyHble WUHTEPAKTUBHbIE BO3MOXKHO-
CTW, renMmndrKaLmio, KOHTPONNPOBaTb OOYUYeHNEe CTYAEHTOB MPOGUNIbHBIX CrielranbHoO-
CTeN Unn gpyrux nuy B pamkax obpasoBaTtesibHbIX KPYKKOB 1 KypcoB. OfHaKo co3aaHue
Pa3fINYHbIX BUPTYasnbHbIX 3/IEMEHTOB C OObeMHEHNEM B €AUHYIO JIOTUYECKYIO CUCTEMY
ABNAETCA HETPMBMANBbHOW 33ajayen AN HernoAroTOBEHHOro crneumanucta. KoHeuHo,
cywectsytoT nnatdopmbl ana peanusaumm VR/AR-npunoxeHuii, Takne kak Google Tilt
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Brush, Gravity Sketch, Oculus Medium, A-Frame, Varwin n gp., Ho oHU TpebyloT cneuu-
$UYHBIX HABbIKOB, Y MHOIVX OTCYTCTBYET CUCTEMA BU3YasbHOMO MPOrpPamMMUPOBaHUSA, 1
HW Yy OHOWN cucTeMbl Unu GperiMBOpPKa HET MHTErpaLuii ¢ apxeosiormyeckumm 1 obpaso-
BaTeNbHbIMU cucTemMamu, Takumm Kak 3Dhop (Vecchione, Lureau, Callieri 2019, 483-486)
n Moodle. Beugy BblllenepeyncneHHoro B VIpKyTCKOM HaLMOHanbHOM MccrnefoBaTesb-
CKOM TEXHMYECKOM YHMBepCUTeTe Oblla HayaTa pas3paboTka MpoCTOro B UCMOMb30Ba-
HUN KOHCTPYKTOPA, KOTOPbLIA MOXET WHTErpMpoBaTbCA B pPa3HOOOpa3Hble CUCTEMb
N UMEeTb BCe Heobxoanmble GYHKLMM 1 fOCTaTOUHOE KONMYECTBO LWAbMIOHOB, AN peLleHns
TUMNOBbIX 33ja4 HENOATOTOBNEHHBIMU K TOHKOCTAM pa3paboTku VR/AR-KOHTEHTa Nosib30-
BaTeNnAMY, B OCHOBHOM MpenoAaBaTtenamu, pa3paboTunkamu KypcoB, ncciefoBatenamu,
My3elHbIMU COTPYAHMKaMU.

YunTbiBas To, UTO paspabaTbiBaemas cucteMa npeanonaraeT NCMONb30BaHUe eé LWu-
POKMM KPYrom cCrneuuanvcToB, OHa AOMXHa MMeTb MOAAEPKKY BM3YyaNbHOro nporpam-
MUPOBaHUA, UMETb BO3MOXHOCTb WMHTErpvMpoBaTbCA B MPUIMEHAEMble apxeonoramu
N UCTOPUKaMM CMCTeMbI, ObITb APY»KECTBEHHOW K KOHEYHOMY MOMb30BaTeNo B OTMUMe
OT ApYrvx npeacTaBieHHbIX aHanoros. HecMoTpsA Ha To, UTO Ha pPbIHKe MHPOPMALMOH-
HbIX NPOAYKTOB €CTb FOTOBbIE UHCTPYMEHTbI A5t Co3AaHUsA VR-CMMynaLmil U MHTepaKTmB-
HbIX 06y YaloLLNX NPUNOXKEHWIA, HE CYLLeCTBYET YHUBEPCAIbHOIO NoAxoAa K MOCTPOEHIO
KOHEYHbIX PeLUeHU Nnm roToBbix 06pa3oBaTeNbHbIX NPOAYKTOB. B CBA3M C 3TUM MoKa
HEeBO3MOXHO Pa3BUBATb OOLLYI0 KOHLIENTYyaNlbHYI0 MeToAooruo co3gaHna VR-yuebHbix
MaTepuanos.

CTouT 06paTUTb BHMMaHWE Ha TOT $aKT, UTO Ha PblHKe OTCYTCTBYIOT rnbkmne 2D/3D
VR/AR-KOHCTPYKTOpPbI ANA pa3HbiX UeneBbix rpynn (CpegHAA/BbICILAA LIKOMA, MOJIHbIN
WA YaCTUYHBbIA MHTEPAKTUB, TYMAaHUTAPHbIE MW TEXHUYECKMUE CMeLManbHOCTM U ap.).
Kpome Toro, B HaCcToALMI A MOMEHT BCE NOLOOHbIE MPOrPaMMHbIe NPOAYKTbl HanpaBieHbl
Ha onpeaéneHHbIN MoNb30BaTENbCKU CErMEHT (415 CO3[4aHMA COUManbHbIX MPUTOXKEHNN
NIV KOMMbIOTEPHbBIX UMP), B CBA3M C YEM MOKa OTCYTCTBYET NPAMOE NpoaBmxeHne B cbepe
My3€eMHbIX 1 UICTOPUYECKUX YCYT, 1 AaHHAA MapKeTUHIoBas HYLA Takxe He 3aHATa. Ewe
OfHOW He MeHee BaXXHOW MPUUNHON AnA pa3paboTKn MoyNA-KOHCTPYKTOpa ABAAETCA OT-
CYTCTBME POCCUICKMX Pa3paboToK B 3TON cohepe.

Ha ocHoBaHMM NpoBeAEHHOrO aHanM3a BO3MOXHbIX HampaBfieHUN HaMK BblsAB/IEHDI
cnepytowme cdepbl, rae MOXeT MPUMEHATbCA Npeasiaraembiit VR/AR-KOHCTpyKTOP:

« reiMMdrKaLMA apxeonormyeckmx NccnenoBaHnia, packonok (Lin et al. 2019, 229-
238) n uctopuyeckoro Hacnegusa (Varinlioglu, Halici 2019);

* pefcTaBieHne OTAENbHbIX APXEONOrMYeCKNX HaXO[OoK, KyJIbTYPHOrO 1 cTopuye-
CKOro Hacieaua B BUPTYasibHOW MW AOMONHEHHOW peanbHOCTH (Grevtsova, Sibina 2018,
90-102);

- cO3aHne obpa3zoBaTesibHbIX KypcoB ¢ 3nemeHTamu VR/AR Ha cucTemax gucTaH-
LUMOHHOro obyueHus, Hanpumep Moodle, gnsa nonynspusaLn COXPaHeHUs UCTOPK-
KO-KYJIbTYPHOIO Hacnepms, obyuyeHns CTyAeHTOB MPOGUIbHbIX CeuranbHOCTEN, JO-
NONHUTENbHOIO 06Pa30BaHNA 1 MPOCBELLEHUS WUPOKUX Macc HaceneHusa (Ellenberger
2017, 305-309; Garstki, Larkee, LaDisa 2019, 45-49);

+ BOCCO3JaHue C nomoLbto KOHCTpyKkTopa VR/AR wabnoHOB pa3nnyHbIX BUPTYanb-
HbIX My3eeB, COObITUI, NPON3BOACTBEHHbIX TEXHOMOMNIA, UCTOPUYECKMX NYONYHBIX
unm rnHbix MecT (Schofield et al. 2018, 805-815), apxeonornyeckrx NaMATHUKOB 1 Mp.
(Manju et al. 2020, 627-632).

Ncxopa m3 6onblioro Kpyra nepeumciieHHbIX Bbille UCTOPUMYECKUX U apXeoniorunye-
CKMX 3aiay, rae Kak npeanonaraeTcs NCnosib3oBaHye Co3faBaeMol CMCTEMbI yrpaBaeHus
VR/AR-KOHTEHTOM, 1 MOTPeBHOCTEN KOHEYHbIX MOfb30BaTeNieil, KoTopble He ABMATCA
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npodeccroHanamm B chepe MHPOPMaLMOHHbIX TEXHONOT A, Bblv BblAeneHbl cneaytoLne
KpuTnyeckune TpeboBaHMaA K pa3pabaTbiBaeMoOMy NporpaMmHoMy obecneyeHuto:
e cucTEMa [OMKHA MHPOPMUPOBaTb MOMb30BaTeNsAs O HEKOPPEKTHOM BBOAE
nHbopmaLmn;
+ BCE COOOLLEHUNA JONXKHbI YLOBETBOPATb TPeOOBAHMAM MOHATHOCTUN 1 JIOTUYHOCTY;
+ BblIOOp AocTynHbIX 3D-Mofenein 1 cueH AomkeH ObITb peann3oBaH HarnsagHo, Ka-
XAana [OCTYMHaA MOZeNb UK CLeHa JoKHa ObiTb NpeAcTaBneHa B BUAE MAHMATIOPDI;
 focTynHble 3D-mofenun 1 cueHbl AOMKHbI ObITb CrpynnMpoBaHbl (Hanprmep, no
npegmeTHbIM obnactam);
+ BCe AOCTYMHble CLieHapum paboTbl JOMXKHbI cogepKaTb NogpobHoe onuncaHue;
« OMXKHa 6bITb JOCTYMNHA PYHKUMA pefakTUPOBaHMA CLieHapues;
« IporpamMma JomKHa MMETb "ApYy»KeCTBEHHbIN" U MOHATHbLIN MHTepdenc Ana Henoga-
rOTOBJIEHHOrO NONb30BaTeNsA.

B 6onbluMHCTBE CllyyaeB co3faHHble KypCbl M BUPTYyanbHble NPOCTPaHCTBa 6yayT MeTb
BO3MOXKHOCTb NPOCMaTPMBATHCA C MOMOLLbIO CMapPTPOHOB 1 YCTPOCTB, CXOXNMX C Google
Cardboard, nosTomy rnaBHbIM BUAOM KOHTPONA JOSIXKHO ObITb OTCNIEXMBaHWeE B3rnaga.

Mpw peanusaumy NnepeyncneHHbIX Bbille TEXHONOM I, BapUaHTOB NCMONIb30BaHNA pas-
pabaTtbiBaeMblX TEXHOJSIOTMIA Y CMEUManncToB, paboTalolmx C KynbTypHbIM Hacieguem,
[OJMKHbI ByyT MOABUTLCA LOMOMHUTENbHblE NPOodeccroHanbHble UHCTPYMEHTHI, YNpo-
watowue nx paboTy, No3sonALMe Co3aaBaTb UHTEPECHbIE KOHEYHOMY MOTPEBUTENIO NH-
dopmaLMoHHble NPOoAYKTbl U MO3ULKMOHMPOBATb CBOM OpraHM3aunm Kak ngylmne B HOry
CO BpemeHeM.
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Mmo6anbHble BbI30Bbl COBPEMEHHOIO MMpPa NPUBOAAT K TPaHCHOPMaLUN BbICLLEN LWKO-
Nbl, B TOM YNCNe U B Halel cTpaHe. M ecnn B npepawecTsyioLme rofbl 3ToT npouecc 6bin
OTHOCUTENbHO NaBHbIM, To NaHdemua COVID-19 npocTo He ocTaBwWa yHMBepCUTETaMm Bbl-
60pa. B HOBbIX YCNIOBMAX TONbKO TOTaNIbHbIN Nepexof K AUCTaHLMOHHbIM 0bpa3oBaTenb-
HbIM TEXHONIOTMAM NO3BOJIAI COXPaHUTb YUYebOHbIN npoLiecc.

[Jonroe Bpemsa 3HaunMTesNbHaA Macca NpodeccopcKo-npenoaBaTenbCkoro cocTaBa
[OCTaTOYHO CKENTMYECKM OTHOCUIIACh K MCMOSIb30BAHMIO SNIEKTPOHHbBIX YUYeOHbIX KypCoB,
oTAaBaa npeanoyTeHne JIMYHOM KOMMYHUKaLMK CO CTygeHTamu. B ycnoBuax naHaemun
CTasIo OYEBUAHO, UTO OOHUX NTEKLMIA, MPOBOAUMBIX Ha NaTHOopMax OHNANH-KOHbepeHL I,
HepocTaTouHO ana 3bdeKkTMBHOM PaboTbl ¢ ayautopuen. HyxkeH gpyron pabounii MHCTpY-
MEHT, No3BoNALLWMUIA obecneunTb Heobxoanmoe dakTyeckoe HanosIHeHe AUCLUMIHDI
1 HanaguTb KOMMYHUKaLMIO Mexay npenogasatenem u cTygeHTamu. Ml Takum MHCTpymeH-
TOM CTasnu 3N1eKTPOHHbIE KypCbl. B HanonHeHUn AUCTaHLUMOHHbIX 06pa3oBaTefibHbIX pecyp-
COB He3aMeHUMbl BO3MOXHOCTY BMPTYalbHOW apXeosiornu.

B Cubnpckom denepanbHOM yHMBEpCUTETE CYLLECTBYET CBOA CUCTEMA 3NEKTPOHHO-
ro obyuyeHusa nop HasBaHuem «eKypcbl», pa3paboTaHHaa Ha ocHoBe mnnatdopmbl (LMS)
MOODLE. Ha atoin nnatdopme co3pgaH U YCrewHO peanusyetcs Kypc «Apxeosorus.
NcTouHnKoBegueckum npakTnkymy.

CornacHo obpa3oBaTenibHOl Nporpamme no HanpasneHuto «Mictopua» gncumnnmHa
«Apxeonorua» n3yyaeTca Bo BTOPOM cemecTpe. [lepBoHayanbHO Kypc Obin NOCTPOEH Mo
KNacCcn4yecKkonm cxeme: OCHOBHOE BHMMaHWe yaenanocb cneunduke NCTopumn gpeBHero
N cpefHeBeKoBOro HaceneHua Cnbupu B pasHble XPOHONOrMYeckne nepumoabl. Ynop
Jenanca Ha 3HaKOMCTBe CTYAEeHTOB C pa3HOObpa3MmeM apxeosiornmyecknx KynbTyp u nx
cneyndurKkon.

B nocnenHume rogbl Knaccmyeckasa cxeMa NocTpoeHus Kypca AoKasana CBo Headpdek-
TMBHOCTb. CTyeHTaM MepBOro Kypca He yaaBanocb YCBOUTb HEOOXOAUMBIN MaTepuan,
a pe3ynbTaTbl 06yYeHMA He COOTBETCTBOBANM 3aAB/IEHHbIM B MPOrpamMmme KOMMNeTEeHLAM.

CBA3aHO 3TO C LieSIbIM KOMMIeKCOM MpUYrH. Bo-nepBblx, Npy NOCTYyNneHun abutyprex-
Tbl CAAIOT TONIbKO FYMaHUTapHbIe ANCLMMIMHBI, COOTBETCTBEHHO, MM He XBaTaeT 6a30BbIx
3HaHWU No Lenomy 610Ky ecTeCTBEHHOHayuYHbIX NPeAMETOB, TakKUX Kak reorpadus, reo-
norus, buonorua, dpusrka, Xumma. Yacto y HUX HeT faxe 3NeMeHTapHbIX NpeacTaBeHNi
06 oKpyatolem mupe. Bo-BTOpbIX, Yy yvalmxcs He CPOPMUPOBaHbI HABbIKU UYTEHMWA
«OJIHHBIX TEKCTOBY, MM CJIOXHO BblIAe/INTb OCHOBHbIE MbIC/IN, Pa3fenmTb TEKCT Ha CMbIC-
noBble 65I0KM, CONOCTaBNUTb CBEAEHMNA 13 Pa3HbIX MCTOYHMKOB. Takum obpa3om, paboTa Ha
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CEMMHAPCKMX 3aHATUAX CBOAUTCA K aBTOMATUYECKOMY UTEHMIO HAaAEHHON nHopmMaLmm,
6e3 eé NOHMMAHWA 1 aHANUTUKN. B-TpeTbux, CTyAeHTaM MIaALLNX KypPCOB He XBaTaeT 3Ha-
HUIA 1 obLerymaHuTapHoro npoduna. Bo Bpems nepsoro roga obyueHnsa oHu ewé cnabo
3HaKOMbI C O6LLEHAYYHOW TEPMUHOMOMMER, He YCnesnn NO3HAKOMUTbCA C OCHOBaMU Guso-
codunm, UCTOYHNKOBEAEHMA U METOROJIOMMEN HAyYHbIX UCCIe[OBaHNN.

B 3TuX ycnoBusx Kypc no apxeonoruun nepepeniaH ¢ y4eToM KOrHUTUBHbBIX OCOBEHHO-
CTel cTyaeHToB. B pe3ynbTate npoBef&HHON PaboTbl OblIV NepPeCcMOTPEHbI Pe3ynbTaTbl 06-
yUYeHUs, NHaye CKOMMOHOBAHO BHYTPEHHEE cofepKkaHme Kypca, CAenaH yrnop Ha npakTtu-
yecKmnx 3aHATUAX, Ha NnaTdopme «eKypcbl» pa3paboTaH NONHOLEHHbI SNEKTPOHHbIN KypC
«Apxeonorusa. ICTOYHNKOBEQUECKNIA MPAKTUKYM».,

OCHOBHOI aKLEeHT B NepepaboTaHHOM Kypce cieflaH Ha 3HAaKOMCTBE CTYy[EHTOB C Tep-
MWHOJMOTNEN, METOAAMM NOJIEBbIX U TABOPATOPHBIX NCCNEROBAHUN, NPYEMaMM ONUCaHKA
pa3HbIX BUAOB apXeonormyeckmnx MCTOYHNKOB, COBPEMEHHbIMY TEXHONOTMAMN BU3Yyanun3a-
UMM 1 Mpe3eHTaunAMN apXeosIormyecknx MaTepuanos.

Ocoboe mecTo B paboTe cO CTyaeHTaMM 3aHMMAET MMEHHO JIEKTPOHHbIN Kypc. DTOT
WHCTPYMEHT No3BonuU pa3paboTaTb crcTeMy pa3HOOOPa3HbIX OLLEHOUYHbIX MEPONPUATUI,
HaCbITUTb 06pa3oBaTesNibHbIN NPOLIECC HOBLIM NO GOpPMe KOHTEHTOM, CHOPMUPOBaTb YL06-
HbI CNPaBOYHbIN MHCTPYMEHTapUN.

Mpwu pa3paboTke aNEKTPOHHOTO Kypca Hambosee CNoXHON 3afadelt CTasia opraHvsaumsa
CaMOCTOATENIbHOWN paboTbl CTyAeHTOB. EC/iv BO BpemsaA ayanTOPHOM paboTbl OHY Ha NpaKTuKe
3HAKOMUJIUCb C Pa3HbIMU BUAAMM apXeoNormyecknx MaTepranos, To AUCTaHLNOHHOe oby-
YeHue He Npefnosarano paHbLle Tako BO3MOXXHOCTM. BbIXO[OM 13 cuTyaumm cTano LWwmpo-
KOe NpuYMeHEHME B NTEKTPOHHOM YYeBHOM Kypce TPEXMEPHbIX Mofesiel apTedaKToB.

[na s1oro mcnonb3oBancA 6aHK UUPPOBLIX MOAENEN apXeoNormyecknx NpPeamMeTos,
chopmMupoBaHHbIV Konnektneom nabopatopum Digital Humanities Cubnpckoro depepans-
Horo yHueepcuTeTa (YepkawwuH, MNMnkos, PomaHiok 2016). PaHee y»e HeOOQHOKpATHO noa-
yépKrBanacb BaXKHOCTb OLMbPOBKN 0OBEKTOB Ky/bTYPHOIO HaCeaua Afif ero coxpaHeHus
n aktyanusauun (Tyk n gp. 2017), Torga Kak B o6pasoBaTenibHOM NpaKTKe NoTeHUuan no-
[O6HbIX MaTepranoB B Poccum ABHO NCMONb30BaH B HEAOCTAaTOUYHON Mepe.

Mogenn o6beKkToB KyNnbTypHOrO Hacneaus MUCMoMb3yoTCA B Pa3HblX pasfdenax dnek-
TPOHHOIO Kypca B COOTBETCTBUY C yYebHbIMY 3aavamu. [priMeHeHme pasfinyHbIX TEXHUK
BM3yanM3auum B 06yyeHnr no3BonseT obecneuntb ero UHTEHCUPUKaLNIO, @ TaKXKe aKTU-
BM3MPOBaTb MO3HaBaTeNIbHYO AeATeNIbHOCTb CTyaeHTOB (Bepbuukuii 1991). bonee Toro,
OAHWM 13 OCHOBHbIX MPUHLMNOB 00yYeHNA ABNAETCA NPUHLMN HAarnsAHOCTU. IMeHHO 3To
KauyecTBo 06pa3oBaTesibHbIX KOMMOHEHTOB MO3BOMAET MOJyYaTb MOSIHOLIEHHbIE 3HAHUA
1 pa3BMBaTb JSlormyeckoe mblwsneHure (Yconbues, Lamano 2016).

B nepByto ouepeab oundppoBaHHbIE MOENN apPXEoNIOrMYeCcKoro Mateprana nprsneka-
l0TCA B KauecTBe UNMICTPATMBHOIO Matepmana B pasgene «fnoccapun». CnoBecHoro onu-
CaHVA opyaui TPyAa, OPYKUS U YKPaLLEHWI YacTo ObiBaeT HeJoCTaTOYHO. TpéXmMepHble
mMogenu aptedakTOB MO3BONAIOT Pa3rAfeTb NpeaMeT CO BCEX CTOPOH UM COCTaBUTb
0 HEM MaKCUManbHO NOMHOe NpefcTaBneHne. Kpome Toro, 31o fob6aBnsaeT Kypcy UHTepakK-
TUBHOCTM, a TaKXXe MO3BONAET NOKa3aTb 3MoxanbHble n3MeHeHnsa Gopm 1 BULOB Opyauil.
Mpy HeOOXOAMMOCTY 1 HANIMYMUN HY>KHOTO KOHTEHTa BO3MOMHa JeMOHCTPaLnA MHOr006-
pasua TMNoB NpeameToB, 06YCOBAEHHOMO KYNbTYPHbIMU, XPOHOIOTMYECKUMI U COLU-
ANbHbIMU PA3NYUAMMU.

AKTVBHO UCMONb3YyTCA TPEXMEPHble Mofeny apTedakToB A1l CAMOCTOATENIbHOW pa-
60Tbl CTYAEHTOB. Yuallmecsa NonyyarT CCbUIKY Ha TY WK VHYI0 KOMINEKLMI0 NpeaMeToB
N COOTBETCTBYOLWME 3aaHUA NPaKTMYeCcKoro xapakTtepa. Cpean HuX: onvcaHue npeg-
METOB MO 3apaHee 3afaHHbIM MapamMeTpaMm, OMuCaHue KONNeKLMW, MOUCK AaTUPOBKM
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N KyNbTYPHOW NPUHAANIEXHOCTM HaXO[0K, MX Knaccudukauma. Kak nokasbiBaeT NpaKkTuka,
HanbosbLLMe CIIOXKHOCTU BO3HUKAIOT MpuW paboTe C MoAenaMN U3AENNIA U3 KaMHS, UTO 00Y-
cnoBneHo cneunduKor Noao6HbIX MaTepuanos. lNpoBepoyHble 3aaHnA 4EMOHCTPUPYIOT,
YTO CTyZEeHTbI, paboTatoLme ¢ BUPTYasbHbIMU MOAENAMU NPEAMETOB, MOTYT YCMELIHO Bbl-
MOMHATbL aHaNorMyHble 3afaHnaA Npu paboTe ¢ peanbHbIMKU apTedakTamu.

MpoBenéHHbIN onpoc cpean 50 yyalmxca nokasan BbICOKY0 3PPeKTBHOCTb NCMOSb-
30BaHMA TPExmMepHbIX mogeneit. CTyaeHTbl OTMeYaloT BbICOKYIO HarnAagHOCTb UCMOMNb3ye-
MbIX MaTepuasnos, Torga Kak onvMcaHua npeamMeToB UM UX PUCYHKU Bbi3blBaloT bonbLuve
CNOXHOCTW Npu paboTe ¢ HUMKU. AGCONIOTHOE GONBLINHCTBO CTYAEHTOB BbIPa3uan »ena-
Hue nonpo6oBaTb CAaMOCTOATENBHO NONYUYUTb NOA0OHbIE N3006paXKeHUs.

BmecTe ¢ Tem comepxaHre obpa3oBaTesibHOM MporpammMbl TpebyeT HOBbIX NOAXOLOB
K GopMUPOBaHMIO BUPTYaNbHbIX KOJMIMEKLUWIA apXxeonornyeckux npeamerto. Yawe Bcero
ana oundpoBKM BbibMpaloT Hanbonee ApKMe U N3BECTHbIE HAaXOAKY (MpeameTbl CKYCCTBa,
TOPEBTMKY), TOrAa Kak AnA 3agay yuebHoro Kypca 4acto Heobxofmbl Hanbonee TMMUYHbIe
I MaccoBble MaTepuasbl, BKNouas OTXoAbl NPOU3BOACTBA. bblio BbIABNEHO HepaBHOMePHOe
HanonHeHve pa3spgena «fnoccapuit», 4To HEOOXOAUMO YUUTbIBaTb MpPU OT6Ope NpeaMeToB
ANA co3AaHnA TPEXMepPHbIX Mopeneln. CTana o4yeBnaHa HeOOXoAMMOCTb 6onbLUo PaboTbl
AN1A co30aHNA N306paXKeHNI PasHOTUMHbBIX apPXeONornyecknx 06 beKToB (norpebeHuni, K-
NNLL, XO3ANCTBEHHbIX AM, TEMIOTEXHNYECKMX COOPYXKEHWN, LieSIbIX MOCESTKOB WM FOPOANLLY).

Takum obpasom, undpoBble MOAENN apXeonornyeckrx NPegmMeToB NUMEIT WNPOKMIA
CMNeKTP NPYMEHEHUA B 3NIEKTPOHHbIX 06pa3oBaTenbHbIX Kypcax. OHM MO3BONAIOT HE TOMb-
KO cfienaTtb Kypc 6onee HarnagHbIM Y UHGOPMATUBHBIM, HO MOTYT 3GGEKTUBHO UCMONb30-
BaTbCA B CAMOCTOATENIbHON paboTe obyyatoLnxcs, NO3BOMAA Ha NPaKTUKe oTpabaTbiBaTbh
HeobXoauMble HaBbIKW. BmecTe ¢ TeM BCE oueBMaHEe CTaHOBUTCA HEOOXOAMMOCTb B hop-
MUPOBaHUY LNQPOBbLIX KOMMNETEHLUNIA Y CTYAEHTOB HanpaBneHWn NOAroToBKM «McTopus,
«Apxeonorusa», «<My3enHoe geno».
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BUILDING DIGILAB - TOWARDS A DATA-DRIVEN RESEARCH
IN CULTURAL HERITAGE

Introduction

E-RIHS — The European Research Infrastructure on Heritage Science, aims at providing
new knowledge on the research, conservation and restoration of works of art, heritage
assets, monuments and sites. As such, the target of its scientific investigation (paintings,
sculptures, manuscripts, frescoes, icons, archaeological artefacts, building facades,
architectural remains or heritage buildings, coins or ancient musical instruments, just to
name a few) are stored in the hundreds of museums, art galleries, private collections and
various other institutions, scattered all over Europe.

DIGILAB has been envisioned to primarily fulfill two main roles: integrate data
predominately generated by FIXLAB, MOLAB and ARCHLAB analyzing the assets described
above, and provide a set of digital tools for interrogating, processing, analyzing and
interpreting such data, adding new knowledge. Thus, DIGILAB is envisioned as a knowledge
creation space, in addition to its functions of curation of scientific data and management
of reference collections and libraries (e.g. spectral libraries of pigments). Complementarily,
it should provide catalogue information on ARCHLAB, and once its archives are digitized,
integrate it within DIGILAB.

One can note the complexity of the task — both platforms combine a wide range
of measurement techniques, instruments and methods. A quick look at the recently
published catalogue of services on the IPERION-HS website shows a complex mosaic
of techniques, expertise and disciplines converging in the domain of Heritage Science.

ARCHLAB provides access to organized scientific information in largely unpublished
datasets from archives of prestigious European museums, galleries and research institutions.
It enables physical access to the combined knowledge in 14 repositories in Belgium, France,
Germany, Italy, Netherlands, Romania, Spain, Sweden and the UK. Data, in physical or digital
form, have been collected through years of activities devoted to research and conservation
of European cultural and natural heritage. Besides access to scientific, analytical and technical
data on cultural objects, crafts, monumental and archaeological sites of international
importance and related samples, access is provided to collections such as reference samples,
art materials and several types of archaeological collections.

FIXLAB extends over twelve countries and twenty-seven laboratories, covering five
main techniques categories, such as biology, mass spectroscopy or molecular analyses
and combining expertise in a variety of disciplines. Access is offered to help address
major questions raised by the materiality of Heritage Science artefacts in terms of their
genesis, manufacturing processes, alterations, conservation and preservation. The unique
services offered embrace advanced state-of-the-art instrumentation; dedicated facilities
with teams of experts in the field of micro-analysis of HS artefacts; novel developments

© Hermon Sorin, 2021

93



resulting from IPERION HS joint research activities to improve access progressively;
development of both new sample-positioning devices at a micro-scale and software tools
for the integration of imaging data. MOLAB is a world-class distributed infrastructure
including key laboratories across ten European countries providing access to a set
of mobile equipment and related competencies, for in-situ non-destructive measurements
of artworks, collections, monuments and sites. The analysis may be orientated towards
art-historical or archaeological questions (execution techniques, dating, under-drawings
in paintings etc.; assessing the state of conservation of artefacts; determine or test the
optimal preservation strategy to slow down alteration processes; monitoring conservation
treatments and informing a risk assessment. All the techniques are non-invasive, so there
is strictly no sampling or contact with the surface under exam.

Giventhe above picture, the task of generalizing workflows, processes and structures
in order to integrate them within a comprehensive environment is difficult. The starting
pointis therefore a generic description of a typical workflow in Heritage Science. Figure
1 exemplifies such a characteristic workflow, aiming to be as generic and inclusive as
possible. The left side of the mind-map details the stages of the workflow itself, while
the right one details a specific example of analysis, tools and methods involved.

Any work starts from a well-articulated question on the reason why a measurement
(or campaign of many measurements) is taken. This can be from the art history domain
(e.g. which color mixtures were used by El Greco during his stay in Venice), conservation
sciences (e.g. how one can identify the location, size, and stability of micro-fissures in the
Michelangelo’s David sculpture), restoration analyses (e.g. which materials can be used
for the restoration of Medici letters written on Florentine papers?). Based on the above,
researchers have to choose the most appropriate methods of analysis and tools, considering
ethical aspects as well (e.g. invasive / non-invasive methods).

Consequently, researchers should follow protocols (if they exist or are required). These
should guide them along the entire cycle of knowledge creation, from data acquisition,
processing, post-processing, interrogation and interpretation of results. For example,
protocols can detail how data should be captured (e.g. if sampling occurs, how a sample
is extracted and treated), which software to use in order to process data and so forth.

Once the work objectives are clear and the investigation methods are chosen,
instruments have to be set, their environmental conditions captured, data strategy
defined and the optimal methods for data capture set. The same regards data analysis and
derivation of conclusions.

Ideally, the entire process is formally captured in a set of information on how data has
been produced. This is grouped under the terms “metadata” and “paradata’, both providing
the necessary tools to assure other users of the same data on its quality and usefulness

A standard Heritage Science based analysis starts with a thorough investigation of the
background information on the analyzed asset(s). In the example presented in fig. 1, the asset
is a painting; thus typical information that could be captured in a semantic metadata structure
includes the object’s history of ownership, a clear record of conservation interventions and
related restorations, a description of the object from an art historical perspective and relevant
curatorial data. These are often essential in making a first assessment of the reasons for the
current conditions of the object and will dictate future interventions and measurements.
Consequently, a common course of analysis proceeds from the macro to the micro, starting
with a thorough investigation of the current state of the object’s conservation, which may
influence any subsequent step, and may affect different types of analyses in unique ways. Fig.
2 exemplifies the above mentioned steps, where the investigation workflow is linked with
the why, what and how questions of the analysis, further detailed in fig. 3.
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Fig. 1
A typical workflow in Heritage Science

Fig. 2
An example of a painting analysis (The Cyprus Institute art characterization pipeline)

In this case, the first step is to characterize the overall shape of the analyzed artefact and
its surface conditions (cracks, fissures, alterations in the overall geometry, etc.), followed by
the materials used and conservation conditions. More detailed analyses follow, focusing
on specific questions. Results indicate production methods, techniques and technologies
applied, materials used and preservation conditions.
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Figure 3 describes the same pipeline with examples from non-invasive analyses on
paintings, a recurrent request from many owners of works of art in the public or private
sector. In the case described, x-ray radiography was performed in a hospital laboratory,
which highlights the need for proper ethical and IPR metadata documentation. A series
of imaging methods characterize the surface of the painting, followed by more specific
methods of investigation. It is important to note the cyclic nature of analysis: the analytical
results need to be corroborated with the art historical research, and this need represents
one of the challenges to be captured within DIGILAB, in particular through its virtual
research environment and collaborative tools (see below).

DIGILAB is described here at a conceptual level, with a Minimal Viable (MV) Structure
detailed below. It consists of two main blocks - the data repository (DR) (with a federated /
distributed structure) and a virtual research environment (VRE). Additional units consist of
a separate section digitally hosting reference collections (e.g. lists of XRF-based pigments
analyses of 16th century Italian paintings), and a catalogue of digital services offered by
the VRE. A further component of DIGILAB regards the FAIR-isation of data and enrichment
of its quality. DIGILAB should be able to primarily communicate with EOSC, the European
Open Science Cloud, converging its content with it. DIGILAB is perceived as an aggregator
of data from various content providers / repositories, thus it can be referred to as a
federated repository. There are a variety of actors being able to ingest data, from individual
researchers, to a laboratory, institution, at national level or at E-RIHS platform level (fig. 4).

The primary components of the DR are a data storage module, related to cleaning,
storing and curating it, a semantic harmonization integration and inter-operability unit,
enabling semantic mapping and overcoming language barriers and an ingestion and data
retrieval unit, with related query / browsing tools. The VRE’s main components are a virtual
meeting room, conceived as a space where researchers from various disciplines can meet
and discuss and enrich the data (e.g. through annotations) in front of a dashboard with a
variety of collaborative tools offered. The VRE also contains data science tools for further
data exploration and domain-specific tools, as detailed below in fig. 5.

Fig. 4
Schematic structure of DIGILAB
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The DIGILAB process is described in fig. 6. There are four data processing stages: ingestion,
curation, interpretation and publication / re-use. Reference collections and the catalogue
of services are treated separately. Each component is described in more details below.

INGESTION (part of the data repository component of DIGILAB) (fig. 7)

Fig.7
The ingestion component of DIGILAB

Ingestion consists of two groups of actions: data/metadata ingestion and data cleaning.
Dataingestion can be automatic (periodic check for data harvesting from other repositories)
and manual, (directly by individual researchers or curators of data).

A.The primary information on data is grouped in three main categories:

a. Humanities background
. art history (including conservation/restoration descriptions)
Il. archaeology
I1l. curatorial data
b. Metadata:
I technical information, possibly machine-generated
Il. administrative data, e.g. ownership, IPR status, legal aspects
Ill. domain-specific — e.g. sample extraction method
c. Paradata, i.e. information related to data provenance:
. type of data (raw, processed, post-processed)
Il. data generation steps (including e.g. calibration methods and data)
IIl. protocols applied when generating the data
IV. information on existing institutional data management plan

B. Data cleaning consists of the following steps:

a. Identification of possible errors in data, e.g. missing fields, wrong dates
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b. Consistency check, investigation of the data integrity

c.Data quality assessment, checking pre-defined parameters, automatically or
manually

d. Data ethics clearance - IPR protection, compliance with ethical aspects, etc.

e. Policies - legal, operational framework applied when generating the data.

CURATION (part of the data repository component of DIGILAB) (fig. 8)

Fig. 8
The Curation component of DIGILAB

The curation stage has two main components:
A. Actions necessary for data storage:
a. Indexing, according to a federated repositories model, based on a persistent
unique identifier of the analyzed object, for example
b. Versioning, considering aspects of type of data and its derivative ones, relation
between a set of raw data and its processed and post-processed outcomes
c.Accessing, including authorization levels, APl (application programminginterface),
definition of levels of access and modification rights on data, considering related
data IPR
d. Semantic search and intelligent browsing options (e.g. through timeline, map-
based, etc.)
e. Data retrieval options, considering IPR aspects and types of users.
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B. Semantic harmonization, necessary to obtain data interoperability, including:
a. Semantic metadata/paradata integration
b. Language alignment

INTERPRETATION (the virtual research environment component of DIGILAB) (fig. 9)

Fig. 9
The Interpretation component of DIGILAB
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The main data reasoning block of DIGILAB, and consists of several main components:
A. A virtual meeting room, conceived as a collaborative environment, with:

a. a dashboard with tools for interaction with data

b. a multi-disciplinary dialogue through collaborative tools

c. chat rooms as meeting points between humanities experts and those who
performed the measurement and derivative analyses.

B. A data enrichment environment, linked with the dashboard, for:

a. annotations as part of the interpretative process of data,

b. interaction with similar external sources or

¢. update of information related to the investigated data.

C. A set of data sciences digital services - this is where various operations help
researchers gain new insights into the data. These can be:

a. machine learning tools, such as Al, ML etc.

b. neural networks

c. scientific data visualization tools

d. mathematical tools

D. A complementary set of tools for performing primarily:

a. Predictive (e.g. agent-based) modelling (e.g. location of production centers for
glazed medieval pottery, given goods distribution models).

b. Large-scale simulations of events (e.g. degradation of a building facade given
specific environmental conditions within 5 years)

c. Identification of patterns and characterization of causality between factors (e.g.
demonstration that the use of oil lamps in churches decorated with frescoes
causes degradation of certain colors).

E. Domain specific tools, such as:

a. 3D - surface characterization (rugosity, roughness), 3D shape analysis, rendering
and light simulation, etc.

b. Imaging - RTI, image processing tools, multi-spectral imaging

c. Tools for isotope-based data calibration, geo-chronology

d. XRF quantification of data

F.Links with specialized external links that may help increase data quality and alignment
in large-scale initiatives, such as:

a. Thesauri (e.g. Getty)

b. PeriodO (a gazeteer on period names — https://perio.do/en/)

c. Pleiades (a gazeteer of ancient place names — https://perio.do/en/)

d. Wikidata (knowledge graph - https://www.wikidata.org/wiki/)

PUBLICATION (the data repository component of DIGILAB) (fig. 10)

The publication component is the main link of DIGILAB with external users / platforms.
It consists of two main categories, according to the nature and purpose of the link:
A. Publication in external sources, such as:
a. EOSC - the European Open Science Cloud
b. Zenodo and similar initiatives
c. Citations indexing
d. Wiki and related sources
B. Data re-use, by a variety of stakeholders, and according to IPR data clearance and
profiling of users:
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a. Research

b. Education

c. Creative industries

d. Heritage institutions

e. Policy makers and public administration
f. Industry

Fig. 10
The Publication component of DIGILAB

Requirements for DIGILAB implementation
DIGILAB starts from scratch. It is an ambitious project which requires profound
transformations in the way researchers will conduct their future work. The concept
of FAIR data, existing in many fields for several years now, is still in infancy in terms of
implementation within the Heritage Science community. Adopting DIGILAB will require
also institutions to design data management plans and implement them. The domain of
Heritage Science is still fragmented, with researchers and labs working in isolation, data
sharing being a utopian concept. Consequently, data provenance, while acknowledged
as being important, is not yet implemented. Moreover, while researchers are used to look
upon others' processed and interpreted data, they hardly share raw, primary data.
Therefore, it is recommended to focus future work on several levels:
A.Technical level:
a. Develop an authentication and authorization interoperability framework.
b. Definition of a persistent identifier framework, ideally to be linked with the
Heritage asset persistent unique identifier (the ID of the Heritage asset).
Consequently, a DOI assigned to a dataset, should be evaluated as well.
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c. A data-access framework, where data is perceived as a service, in particular for the
R (re-use) component of the FAIR principles.

d. A dataset discovery system based on metadata and content.

e. A service management and access framework, considering ethics and IPR.

f. A Service-Oriented Architecture (SOA) for data ingestion and documentation
supported by Natural Language Processing (NLP).

g. Metrics for measuring quality (i.e. connectivity) of the semantic repository, and
thus its ability to answer relevant questions (for the HS community).

h. Methodology, methods and techniques for supporting the evolution over time of
the semantic repository and its relevance to the HS community.

i. A Support service: Helpdesk, FAQ, QA (based on Conversational Search).

B. Domain specific requirements:

a. Definition of a Heritage Science data model (building on existing initiatives within
the CIDOC-CRM community, such as the CRMsci, CRMcr, CRMdig and relatable to
the PARTHENOS data model).

b. An inter-disciplinary metadata framework, including descriptive information on
the heritage asset analyzed, description on the projectable framework (according
to the presented Heritage Science workflow).

c. Criteria for assessing data quality

d. Definition of internationally accepted protocols.

D. Sustainability requirements:

a. Setting of an open metrics framework for rewards and recognition

b. Costing access to DIGILAB services

¢. Costing for the re-use of DIGILAB data

d. Agreed upon policies at national level

e. Implementation of data management plans.

IPERION HS aims at addressing some of the challenges presented above, in particular
those related to levels Il and Ill as described above. Looking at on-going similar initiatives,
the interoperability framework and related knowledge repository proposed by the
AriadnePlus project is among the most promising ones and DIGILAB should build on this
accumulated expertise and related platform. Addressing level | from above, as well as
developing the technical infrastructure of DIGILAB by its components and bringing it into
an operational phase requires further substantial resources for research, development and
implementation.
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VIRTUAL ARCHAEOLOGY: 10 YEARS IN VIRTUAL SPACE

Introduction

According to the system development life cycle framework (ISO/IEC/IEEE 15288), any
technical project usually passes six stages: requirement analysis, design, development
and testing, implementation, documentation, and evaluation. The international “Virtual
archaeology”projectis no exception. It was born thanks to the ideas of the ISAP London meeting
in 2011 and contacts with the newly established Ludwig Bolzmann Institute for Archaeological
Prospection and Virtual Archaeology. The concept of virtual archaeology was first proposed
by Paul Reilly in 1990 who introduced the use of 3D computer models based on virtual reality
for the visualisation of archaeological data (Reilly 1990). Since then, virtual archaeology has
developed into a broad field of research and applications using the internationally recognised
principles for the use of computer-based visualisation (London Charter Initiative 2009), while
still missing its fundamental definition. That was the problem to discuss by the specialists
interested in the topic. The sequence of all the activities based on the previous results has got
the title International “Virtual archaeology” project with periodical conferences taking place.

Principles and methods

The First International Conference on Virtual Archaeology was organized by the Department
of Eastern Europe and Siberian Archaeology and took place at the State Hermitage Museum
from 4-6 June 2012 (fig. 1). The development of the conference website was supported by the
Russian Foundation for Humanities (project No. 12-03-14006). Participants from 16 countries
(Austria, Australia, Bosnia-Herzegovina, Cyprus, France, Germany, Italy, Japan, Netherlands,
Romania, Russian Federation, Spain, Sweden, UK, Ukraine, USA) discussed the problems
of using modern computer technologies for archaeological prospecting, data processing,
modeling, archaeological reconstructions and visualizations. The conference program includes
oral presentations, posters with demonstrations, and workshops on the technologies for
multi-dimensional modeling of historical landscapes, archaeological monuments, objects and
artifacts, GIS modeling of natural and historical processes, monitoring of cultural heritage and
virtual reality design. The extremely well organised event (with an unforgettable social program)
provided simultaneous translations from Russian and English, which not only made it easier for
all the participants to follow the presentations but also facilitated lively debate amongst them.
This provided very welcome opportunities to exchange ideas amongst all participants, breaking
down perceived language barriers. Thus the meeting resulted in the official definition for
Wikipedia in English (Virtual archaeology 2014) and in Russian (BupTyanbHas apxeonorus 2014).

Development of the project

Various non-commercial organisations (ADIT, ICOM, ICOMOS, LBI, LMU, ISAP) has
been supporting the development of the website in order to provide a platform

© Hookk D. Yu., 2021
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Fig. 1
Participants of the first conference “Virtual archaeology - 2012”
near the New Hermitage in Saint Petersburg (photo by D. Hookk)

Fig.2
Participants of the second conference “Virtual archaeology - 2015”
near the New Hermitage in Saint Petersburg (photo by A. Terebenin)
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for the communication and demonstration of the best cases and achievements in virtual
archaeology since 1st December 2013. These activities resulted in the Second International
Conference taking place in 2015 again at the State Hermitage Museum (fig. 2). More than
80 participants arrived from 16 countries (Austria, Bulgaria, Estonia Germany, Greece,
Spain, Italy, Canada, Cyprus, Poland, Romania, Russian Federation, Sweden, Ukraine,
United Kingdom, United States of America) and 14 towns of Russia. The Vladimir Potanin
Foundation provided the trip expenses for the leading specialists in frame of the “Museum
Landing” programme. The programme included 38 presentations and 3 workshops.
Each exiting report demonstrated new aspects of the virtual archaeology. Stratified
archaeological deposits are complex data volumes perfectly suited for virtual approaches
of investigation once the data from various sources are collected, including archaeological
prospection results of whole landscapes or augmented reality environment derived from
terrestrial laser recording. The number of participants has doubled up, online translation
allowed the organizers to increase the auditorium by a third, and it became younger.
Students and postgraduates discussed the problems on a par with leading professionals.
Volunteers from the State Hermitage Museum coming from Belgium, Canada, Japan,
Russian Federation, the United Kingdom, the United States of America played a great role
in organisation (content management, translation, logistics).

The stable format and traditions of the conference were fixed: free participation and
open access to the materials. The location in Saint Petersburg (Russian Federation) during
the period of White Nights promoted informal meetings of colleagues and friends. The ab-
sence of the parallel sections, only oral presentations with simultaneous translation create
comfortable environment for fruitful discussions. The main scope of the “Virtual archaeol-
ogy - 2015” consisting of estimation and recommendations of the international experts
in the field of digital cultural heritage for the future development of design methods and
support of the projects in the field of virtual archaeology and virtual museums, as well as
practical experience and technological exchange of specialists with professionals from mu-
seums, universities and scientific institutions can be considered completed.

Implementation of facilities

In 2018 we planned to discuss the achievements of virtual archaeology in the works
from air, on the ground and underwater. However, the submitted reports have shown the
fourth “fiery” element — museum. Thus, it is only natural that the necessary balance for the
contacts of technical specialists and humanitarians was obtained in one of the most pow-
erful museums of the world.

The next important aspect of the project became cooperation. While the scientific
groups including archaeologists, museum specialists and designers from scientific institu-
tions are a casual thing, the international teams working virtually is an achievement of the
project. We always attract attention to the distribution of the points on the map, marking
places where the participants come from. This time we are pleased to note the more equita-
ble distribution on the territory of Russian Federation. The scientific contacts in Europe are
easier due to the high concentration of universities and research centres. The big distances
and territories in Russia make researches isolated and impede live communication. It is the
aim to organise the creative interaction between leading scientific centres that was highly
estimated by experts of the President Grant Foundation, supporting the International fo-
rum “Virtual archaeology - 2018” (fig. 3).

Perhaps a new step of cooperation should be a scientific network. An attempt was real-
ized by SEAV with the objective“to integrate all university research groups, research centers,
institutions, companies and professionals, who want to join a community of excellence,
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Fig.2
Participants of the third conference “Virtual archaeology — 2018”
at the General Staff Building in Saint Petersburg (photo by E. Sidorova)

”

that ratifies and pursues the precepts of the International Principles of Virtual Archaeology
(INNOVA 2016). An attempt to distribute knowledge through paid online courses without
practice has failed. Any network must be permanent, actual and functioning. If one finds
web pages without content or relevant information web analytics instruments record a
bounce rate. The virtual archaeology works with information technologies, which must be
relevant and up-to-date. Scientists in computer technologies believe the forecasts given
by Gartner company based on the Hype cycle (Fenn, Raskino 2008). Taking in account this
methodology we could say that hype was passed around 2015 and COVID-19 pandemics
dragged everyone into “the trough of disillusionment”.“The slope of enlightenment”led to
the on/off-line conference “Virtual archaeology — 2021” at the Siberian Federal University.

Documenting virtual archaeology

The development of virtual archaeology has been documented from different view points
since its appearance to the present day (Ryan 2001; Beale, Reilly 2014; Niccolucci, Hermon,
Doerr 2015; Hookk 2016; Cultural Heritage: Digitization 2018; Forte 2019). The International
“Virtual archaeology” project supports its own website (www.virtualarchaeology.ru), public
pages in social media (Twitter, Facebook, Instagram) with its hashtags (#va2012, #va2015,
#va2018, #va2021) and has published the hard copy of the proceedings (Virtual archaeol-
ogy 2013; Virtual archaeology 2015; Virtual archaeology 2018) under support of the State
Hermitage Museum, where impressive results are presented by the authors of the most pic-
turesque presentations. The theoretical aspects are described along with practical conclu-
sions in the same context. These publications are in open access on the project website and
provide a valuable handbook for anybody who is interested in virtual archaeology.
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System approach to the evidence or “plateau of productivity”

There are no universal methods for performing system analysis. It is generally con-
sidered that it is essential to determine the laws of system functioning, the formation
of alternative algorithms and the choice of the most appropriate solution to the prob-
lem. Sometimes the main task is just to state the problem. Since the first meeting in
Saint Petersburg, the “Virtual archaeology” project has joined together enthusiasts main-
ly from European countries and has resulted in powerful impulse of integration of the
non-destructive methods in the investigation of the domestic archaeological monu-
ments. It revealed young specialists working in regions where the active archaeological
research include the impact of virtual archaeology methods. Every conference had a cer-
tain scope. Every time the programme committee applied the methods of brainstorming
and the choice of collective solutions.

Thanks to virtual worlds, there is a great potential for actions aimed at gaining knowl-
edge and learning. This is where scaling, transduction, and materialization are possible. In
the virtual world, you can change your spatial characteristics relative to the object being
studied for a more detailed investigation. Such examples already exist with 3D scanning or
micro-CT for restoration processes, anthropology, and biology (Virtual archaeology 2018,
58-64, 104-105). Transduction of the signals from LIDAR, laser scanning magnetometer,
gives researchers new information about invisible structures. Finally, complex data can be
transformed into a digital 3D model suitable for materialization.

All of the above-mentioned knowledge acquisition opportunities are not available in
the real world, but they represent a huge potential for research and education (fyk 2018).
To confirm this, the scope of the “Virtual Archaeology — 2021” was formulated as follows:
“Revealing the Past, Enriching the Present and Shaping the Future” The long-standing
dream of spreading European technologies on the territory of Russia as far as the Pacific
Ocean has finally come true. On the “plateau of productivity”, virtual archaeology as a field
of applied science requires practical training and implementation in real life. The proceed-
ings published in the actual book depict the methods of virtual archaeology helping to get
results in field studies, and are useful for the following dissemination of cultural heritage in
the museum institutions and for educational activities.
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PE3OME / SUMMARIES

Mon Pennu, Nan [oycoH
HAYTU K BUPTYAJIbHOMY NCKYCCTBY/APXEOJIOTUN

KonnuecTso n3obpakeHunit, «3anmncbiBaioLmx» apxeosiornyeckuii naHawadT v myseiiHble
KONMieKuny B Menbyaiwnx AeTansax B nNiaHeTapHOM MacwTabe, BCé Bo3pacTaeT. Ho Ha Koro
paccumTaHbl 3TV NPOLECChl CKAHNPOBAHWSA, OCYLLECTBIAEMbIE B MPOMbIWIEHHbIX 06bEMax?
Hv opguH yenoBek, unu gaxe uenas apmus Niogen, He CMOXET NPOCMOTPETb, HE TOBOPA YKe
0 TOM, YTOObI MPOaHANN3MPOBATb 1 Mayto YacTb MMraHTCKUX OOBbEMOB NOPOXKAAEMbIX KaXK bl
LEHb 1 yXe MepeHacbITUBLLNX BUPTyallbHOE NPOCTPAHCTBO M300paxeHnin. Bmecto uenoBeka
3TV N306paxeHns OyayT aHaNM3KMPOBATb MALLUHDBI. YTO e OHW yBUAAT? B Hawwel cTaTbe Mbl No-
NbITaeMCs BBECTU HeKOTopble AndpakLMOHHbIE 1 HAMEPEHHO MOAPbIBHbIE XYLOXKECTBEHHbIE/
apxeonornyeckmne nepcrneKkTrBbl, Kacallmeca NpeacTaBneHnsa apxeonornyecknx aptepakTos
N KOMMIEKLMIA, B YaCTHOCTM, B OTHOLLEHUW TOTO, KaK Nnepefaétca oKpy»Katolas o6CTaHOBKa 1
pacnonioXeHrie MecT Ux obHapyxeHus. [Jna nepeocMbic/ieHUs NpeacTaBieHns apTedakTos
N KONNeKUmin 6yaeT Ncnonb3oBaHa WMPOKOAOCTYMHAsA TEXHVKA UCKYCCTBEHHOTO MHTENNEKTa
«MepeHoc ctunsy (Style Transfer).

Kntoyesebie €108a: NCKYCCTBO/apXxeonorus, BU3yanu3aums, MallHHbIA MHTENNEKT, NepeHoC CTUNA.
Keywords: art/archaeology, imaging, machine intelligence, Style Transfer.

Mepesod E. I. [aspunogoli

Irina Ponkratova, Sergey Batarshev

RUSSIAN HORIZONS OF THE“TERRITORY": THE EXPERIENCE
OF ORGANIZING A VIRTUAL EXHIBITION BASED ON THE RESULTS
OF THE RESEARCH OF GIZHIGINSK’'S ARCHAEOLOGICAL EXPEDITION

Virtual exhibition “Gizhiginsk’s archaeological expedition: discoveries of 2019-2020" was
created in November 2020 as part of the Third All-Russian Scientific and Practical Conference
with international participation “Universities of Russia in a Dialogue with Time” and is timed
to coincide with the 60th anniversary of the North-Eastern State University, Magadan. The
purpose of the exhibition is a public demonstration of the results of the studies of the cultural
heritage object “City of Gizhiginsk” in the Severo-Evensky District of the Magadan Oblast. The
exhibition presents topographical instrumental plans of the object with the adjoining area
based on the orthophotomap made according to the data of DJI Phantom 4 Pro UAV with the
help of Photo Scan software system as well as photographs of household and trade items,
weapons, religious paraphernalia, tableware, jewelry, toys, coins, etc. The exhibition was
created with the help of MS Power Point presentation system, which allows to quickly present
the results of the field season.
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Keywords: North of the Russian Far East, Gizhiginsk’s archaeological expedition, object
of cultural heritage, town Gizhiginsk, residential landscape, ortophotography, UAVs.
Knouesoie cnosa: Ceep [anbHero Boctoka Poccum, MvpknrmHckas apxeonornyeckas skcnegm-
LA, OOBbEKT KyNIbTYPHOTO Hacneans, ropoa MXXUIMHCK, cenuTebHbli naHawadT, op-

TopoTocbémKa, BIJA.
Translated by E. Gavrilova

Hukonac Wnmepnb, Mua Matpruns Bebep, Tomac LUTénbHep

MEPEOCMbICJTIEHUE AHANIOTA - OT BUPTYAJTbHOW APXEOTOTI
K LIdPOBOW BbICTABKE

ConeBble noan 3eHO)KaHa — eQUHCTBEHHbIE CONIEBbIe MyMMM, COXPAHMBLUMECA [0 HaLlero
BPEMEeHW, UX BO3PACT cocTaBnseT okono 2000 neT. OHW Obinn HangeHbl B UPaHCKOW CONAHOM
waxTte. B pe3ynbrate 3TOro OTKPHITUA B COMIAHON LUAXTe N €€ OKPEeCTHOCTAX Ha NMPOTAXEHUN
6onee yem 15 neT NPOBOAMANCE MEXAYHAPOAHbIE U MEXANCUUMIMHAPHbIE UCCNefOBaHUA.
B nocnepHue rogbl apxeonornyeckme packonky akTMBHO NOAAEPXKUBaANUCL LMbPOBON [OKY-
MeHTauuel B noneBblX 1 0bUCHBIX ycnosuax. Hanprmep, 6binm co3paHbl 3D-mopenu, otobpa-
Katolme xo PacKomnoK 1 HaxOAKK, a TakKe MOAeNb MECTHOCTM BbICOKOTrO pa3peLleHus, OXBa-
ThiBaloWas Nnowaab NPUMepHo 4,5 KM, 3aTem 3TV BblAaloWmMecs pesynbTaThl UCCNeA0BaHNI
npeobpa3oBanu B CNeumanbHYyH0 BbICTaBKY, KOTOPYIO CenyYac MOXKHO NMOCETUTD 13 SO0 TOUKM
MU1pa B pexunme oHnariH. Lnpposas Bepcna BbICTaBKM ABNAETCA TOYHOWM KOMMEN aHANOMMYHOM
BbICTaBKW, MPefCTaBNIEHHON B My3ee, HO MMeeT 6oree BbICOKMI YPOBEHb AeTann3auumm u co-
aepxut 6onee 80 3D-mopenelt HAXOAO0K, CBSA3aHHbIX C COMEBbIMI JIIOAbMU, @ TakKXKe AOMOJIHU-
TeNbHYI0 HbOPMALMIO Y MHTEPBbIO C yYaCTHUKAMM NCCejoBaHNIA. B cBOEM BbICTyNeHN Mbl
XOTVIM MPeACTaBUTb Halll Pe3ysibTaT, NOJyUYeHHbI B npoLecce co3aaHus UndpPOoBbIX AaHHbIX,
a TaKXe NpeasioK1Tb HOBbIN CMOCO6 pacnpoCTpaHeHNs Pe3yNIbTaTOB apXeosIorMuyecKknx ncce-
JOBaHWI Cpeau WNPOKOW ayauToOpUn.

Kntouessbie cnosa: ropHas apxeonorus, ¢otorpammeTpus, 3D-mogennpoBaHue, conieBble My-
MWW, BbICTAaBKM, BUPTYasbHbIA My3eli, HayuHas KOMMYHUKaUWs.
Keywords: mining archaeology, photogrammetry, 3D modelling, salt mummies, exhibitions,
virtual museum, science communication.
lMepesod E. I [aspunosoli

BbosaH MuaTtosuny, Cenbma Pussuy

VR-BUAEO B LUNOPOBbIX MPUNOMXEHNAX
AJ1A OBbEKTOB KYJIbTYPHOIO HACJIEANA

LindpoBble TexHONOMUM SABAAIOTCA MPEBOCXOAHbIM WHCTPYMEHTOM AN MpencTaBeHus
N COXpaHeHus KynbTypHOro Hacnegus. Lindposblie npunoxeHns ansa ob6bekToB KynbTypHOro
HacneauAa NpeacTaBnAoT coboi KombrHauum 3D-MogennpoBaHus, LMdpPOBOro CTOPUTENINH-
ra, BU3yasibHbIX MCKYCCTB, KOMMOHOBKMU, GOTOrpamMMeTpurm, BUPTYanbHON U JOMNONIHEHHOW pe-
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anbHocTu. BupTyanbHasa peanbHOCTb unv Buaeo 360 — 3TO HOBbIN CTaHZAAPT B KMHemaTorpade,
Korga 3puTenb MOMELLAETCs B LLeHTP BUAeo. 3puTesib 60blue He ABNAETCA MacCUBHBIM HabI0-
natenem. OH/OHa MOXeT NOBOPAUNBaATLCA M B3aMMOAENCTBOBATHb C Buaeo. VR-Buaeo gencreum-
TeNbHO MOrpy»aeT 3puTeNa B CHATYIO cueHy. B 3Ton ctaTbe mMbl NpeacTaBnsem HOBble NpaBuna
KuHemaTtorpada 1 rpammaTiky KnHosAsbika VR-Buaeo. Mbl 3Hakomunm untatenen ¢ VR-kamepa-
MU, OCHOBHbIMU NpaBunamu NponssoacTea VR-B1AEO, a Takke C CUSIbHbIMUK 1 C/labbiMU CTOPO-
Hamu VR-Brae0 B pamkax LdpoBOro npeacTaBneHuns KynbTypHOro Hacneaus.

Kntouessbie cioga: undpoBoe KynbTypHoe Hacnegue, VR-Bugeo, Bugeo 360, BUpTyasibHas pe-
ANbHOCTb, UHTEPAKTUBHbIV LMPPOBOI CTOPUTENSINHT.
Keywords: digital cultural heritage, VR video, 360 video, Virtual Reality, interactive digital
storytelling.
Mepesod E. I. [agpunosoli

TaTbAHa MuaToBMyY

MPUMEPbBI NCMONb30BAHNA OOTOTPAMMETPUN

B faHHOW cTaTbe paccMaTpUBaETCA NpaKkTMUecKoe npumeHeHve GoTorpammeTpun Ans LOKy-
MEHTVPOBaHWS KyJIbTYPHOrO Hacneansi BO BCEM ero MHOroo6pasiu, NocKosbKy 3TOT MeTog npu-
MEHVIM B 60MbLUMX MacluTabax — OT NnaHAWAaPTOB 40 HEOOMbLLMX OOBEKTOB. 3AeCb 0O BACHATCA
ocobble TpeboBaHYA, NpeabsaBisemMble K GOTOrpammMeTpun B 3aBUCMOCTY OT MacliTaba, a Tak-
e paccKasblBaeTCsi O MeTofax Bu3yann3auum n HeobxoaMom obopyaoBaHun. Ha pasnuuHbIx
npumepax 13 NPakTMKku B BocHum 1 NepLeroBriHe NPOAEMOHCTPUPOBaHa 1 U3ydeHa creumndrka
KaX[Ooro C/lyyas, a TakxKe MokKasaHo, UTo MOoJTyuYeHHble pe3ynbTaTbl MOAXOAAT ANA Lenoro psaga
M3BECTHbIX aHAIMTUYECKUX METOLOB W1 NpeasiaraloT MHOXECTBO BapVaHTOB MpeseHTauun. 1o
€eLlé 1 OT/IMYHOE MpefCTaB/ieHre O 3aMaHUMBOM MeTofe [OKYMEHTUPOBAHUS, KOTOPbIN He Tpe-
6yeT 6oMbLUNX GMHAHCOBbLIX 3aTPAT Ha AoporocToslee 060PYAOBaHME U ABNAETCA OLMHAKOBO
ObICTPbIM U1 HAAEKHBIM.

Kniouessie crosa: oTorpaMmmeTpurs, NpUMepbl UCNONb30BaHUSA, KyNbTypHOE Hacneaue, fOKY-
MeHTaums.
Keywords: photogrammetry, case studies, cultural heritage, documentation.

Mepesod E. I. [aspusnosoli

Alexey Tishkin, Sergei Bondarenko, Tsinshan Mu

POSSIBILITIES OF THE RECONSTRUCTION
OF A BROKEN CERAMIC VESSEL

One of the problems of archaeological research is the reliable restoration of the original
appearance of an ancient ceramic pot from its fragments found during excavations. It is still
difficult to solve this problem with the help of computer technologies, although certain steps

115



have already been taken in this direction by foreign and domestic specialists. In reality, during
the desk processing of finds, ceramic fragments are manually selected to match each other,
sequentially glued, following which further reconstruction of their appearance is performed, as
a rule, hypothetically, since it is often not possible to completely restore the pot. In this article,
the authors attempt to use a mathematical model to reconstruct the geometric shape of a pot
with missing essential pieces found in the Altai burial of the Pazyryk culture. At each stage,
based on the implemented computer capabilities, the reliability was checked and, as a result,
a complete visual “restoration” was performed. The article shows an algorithm for solving this
problem, which can be used to work with other similar finds not only from the monuments of
the Pazyryk culture, but also with various archaeological finds of antiquity, the Middle Ages
and modern times. To obtain a 3D model of the pot, “Meshroom” software was used, as well
as the U-Net neural network with pre-trained models. For the technical calculation during the
computer “restoration” of the pot, MATLAB R2020b version application software was used. As
a 3D visualization platform, Autodesk 3dsMax 2020 Athena with the V-Ray Next rendering
system was used. In addition to describing the entire procedure and the results obtained, the
article demonstrates a number of relevant illustrations. The work was partially supported by the
Russian Foundation for Fundamental Research (Project N 20-39-90022).

Keywords: Pazyryk culture, Scythian-Saka time, photogrammetry, mathematical model, com-
puter reconstruction.
Kniouesole cro8a: nasblpblkcKasa KynbTypa, CKndo-cakckoe Bpems, GoTorpaMmmeTpus, MaTema-
TUYecKas MOAesb, KOMMbIOTEPHAA PEKOHCTPYKLMS.
Translated by E. Gavrilova

Viktoria Panchenko, Anna Denisova

THREE-DIMENSIONAL MODELS OF MEDIEVAL STONE
CROSSES USED AS A MODEL FOR DISPLAYING ARTIFACTS
FROM“INACCESSIBLE" PLACES

Medieval stone crosses widespread on the territory of the Novgorod Land in XII-XVI centuries
are the monuments that are quite difficult to study. This is due, firstly, to the specifics of their
location — few crosses have survived in rather remote villages or forests mostly in Leningrad,
Novgorod and Pskov regions. In addition, since the end of the XIX century, stone crosses have
been entering the collections of regional and central museums; most of them are not published.
By the beginning of the XXI century, crosses that used to belong to one group (for example,
coming from the village of Voynosolovo) could be divided - some of them being stored in situ,
and some of them being a part of the collection at three or four different museums.

In 2019 the State Hermitage Museum expedition together with the Siberian Federal University
started to publish 3D models of the crosses studied during fieldwork on the Hermitage Electronic
Encyclopedia website. We also publish crosses which are stored as closed collections.This allows us
not only to show qualitative images of artifacts which are difficult to access but also to reconstruct
fragmented groups within virtual space.

Keywords: medieval stone crosses, archaeology of Novgorod Land, ancient Russian art,
ethnography, museum collections.

Kniouesble cnosa: cpefHEBEKOBblE KaMeHHble KpecTbl, apxeonorna HoBroponckon semnu,
APeBHEPYCCKOe NCKYCCTBO, STHOMpadus, My3seiHble KonneKLum.

Translated by E. Gavrilova
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Hunkono Jenb YHTO

CMEHA NOAXOA0B: APXEOJTIOTUYECKAA MNMPAKTUKA
B 2MOXY UMOPOBbIX TEXHONOTNW

TexHonorvy BM3yanv3auny OKasanu 3HaUUTENbHOE BAUSHVE Ha BOCNPUATME UCCNENO-
BaTEIAIMY apXeonornyeckom nHdopmaumnn. Hosble MeToabl 1 CpecTBa BU3yanu3aunm ganm
YUEHbIM BO3MOXKHOCTb UCMbITaTb HOBble GOPMbl B3aMOLENCTBUS, COKPATUTb PACCTOsIHME
Mexay ¢usnyeckum 1 LMdpPOBbIM NPOCTPAHCTBOM M YKPENUTb MAEK DAXKBOPTA, UTO OHMU
nmetoT «<3PHEKT, BbIXOAALMI faNleKo 3a Npeaesbl chep OTKpbITUA». ApXxeoniornyeckne aaH-
Hble peanu3yioT Pas3fiviuHble CMbIC/bl B Pa3HbIX MPeAMEeTHbIX 06/1acTAX, U AN TOro uTobbl 1c-
NOMb30BaTb 3TV JaHHblE B KaYeCTBe CpecTBAa 0O0CHOBaHUS HOBbIX 3HAHWIA, Mbl JOJIXKHbI pe-
WWTb CIIOXKHYIO 3afiauy BbIXOAA 3a PaMK/ TPAaAULMOHHbIX METOLOB. BupTyanbHoe, peanbHoe,
undppoBoe 1 pusnyeckoe bonblue He ABNAOTCA OTAENbHbIMU chepamun. bnarogapsa akTMBHO-
My B3aVIMOAENCTBUIO C MacCMBaMK JAHHbIX, MOCTOSAHHO NepeMeLaloLMMUCA MO Pa3inNYHbIM
N3MEPEHUAM, CTaNo BO3MOXKHbIM MUCMbITaTb UHTEPNPETALUOHHbIE MPOLECCH], KOTOPbIe NPK-
BOAAT K Bblfe/IeHI0 HOBOW NHbOpMaLUn.

B naHHoW cTaTbe 6yAyT paccmaTprBaTbCA BO3MOXKHOCTU, CBA3aHHbIE C apPXEO0N0rMYecKu-
MU NCCNefOBaHUAMU, MPOBOAMMBIMU B Pa3HbIX NPeAMETHbIX 06nacTax.

Kntouesesie criosa: apxeonornyeckasn npaktuka, uudposas apxeonorus, Busyanusauua s 3D.
Keywords: archaeological practice, digital archaeology, 3D visualization.

Mepesod E. I. [aspunosoli

Cenbma Anucnaxuy, Cenbma Pussuny

AKTEPCKASA UTPA 1 PEXXMCCYPA
B LUMOPOBbIX MPUNOMXEHNAX
AJ1A OBbEKTOB KYJIbTYPHOIO HACJIEANA

C MOMeHTa BO3HVIKHOBEHUSA MePBbIX TEATPOB aKTEPCKan Urpa 1 peXUccypa onpemensnmncs
HabopOM NpaBws, 1 3TO NPUBENO K 3GPEKTUBHON Nepeaaye SMOLMIA 1 COOBLLEHNI 3pUTENAM.
C pa3BuTMEM KMHeMaTorpada HeKoTopble U3 3TUX MPaBU COXPAHUINCD, @ HEKOTOPblE Obl
afanTMpOBaHbl K HOBbIM Meaua. B HacToslee BpeMs TEXHONOMUW BUPTYaNbHOW PeanbHOCTH
CHOBa TPaHCHOPMUPYIOT aKTEPCKOE UCMONHEHNE U PEXUCCYPY, ClIefys HOBbIM KOHLEMNLMAM
1 HOBbIM CMOCO6aM BblpaXKeHUsA 1 YBEIMUMBAs NOTPYKeHNE 3pUTENS.

B 3Tol cTaTbe Mbl NPeACTaByM OMbIT aKTEPOB U PEXMCCEPOB, YYACTBYIOLMX B CO3AaHUN
UMOPOBLIX MPUNOXKEHWUI ANA OOGBEKTOB KYNbTYpPHOro Hacneavs. Mbl onpefenum OCHOBHble
CUNbHBIE CTOPOHDBI 1 OTPAHUYEHNS BUPTYaNlbHOW PeasibHOCTU, CBA3aHHbIE C aKTEPCKOW 1 pe-
KUCCEPCKOWN paboToii, UTOBbI NepPeHEeCTN HaLWMX 3pUTENeN B NPOLLIOe KYNbTYPHbIX MAaMATHU-
KOB 1 AaTb UM BO3MOXXHOCTb MOYYBCTBOBATb XM3Hb BHYTPU HUX.

Kntouessie crosa: umdpoBoe KynbTypHOe Hacneane, aktépckas nrpa B VR-BMaeo, pexunccypa
VR-BMAEO, BMPTYasibHasA peasibHOCTb, MHTEPAKTUBHbIN CTOPUTENINHT.

Keywords: digital cultural heritage, acting in VR video, directing VR video, virtual reality,
interactive digital storytelling.

Mepesod E. I. [aspunosoli
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Fedor Malkov, Stanislav Grigoriev, Anastasia Isaeva

PROSPECTS OF USING VR/AR CONTENT MANAGEMENT TOOLS
IN ARCHAEOLOGY

The Irkutsk National Research Technical University is developing a platform for content
management based on virtual and augmented reality (VR/AR). The platform can be used for
various tasks of the educational process as well as for presentation purposes, including those
in archaeology. The platform being developed can be used in educational courses, for example,
by integrating it into the Moodle and other learning management systems.

Virtual and augmented reality (VR/AR) is covering more and more areas of application.
Researchers often implement VR/AR-related projects in archaeology. Archeology is included
in the curriculum for history students and popular science programs are offered for children
and adults. At present, virtual exhibitions of archaeological finds in museums and at various
traveling exhibitions have also become widespread, with 3D models of archaeological materials
obtained in different ways being accumulated in electronic form.

Keywords: virtual reality, augmented reality, archaeology, presentation of results.
Kntoyeseie cnosa: BUpTyanbHasa peanbHOCTb, JOMOSIHEHHAA peasibHOCTb, apXxeonorusa, npea-
CTaBJIEHUNE Pe3ybTaToB.
Translated by E. Gavrilova

Polina Senotrusova, Nikita Pikov

EDUCATIONAL OPTIONS OF VIRTUAL ARCHAEOLOGY
(PRACTICAL USE EXPERIENCE)

Digitalization of higher education leads to an increase in using e-learning courses. The
pandemic has shown that it is an effective working tool providing the necessary factual content
of the discipline and establishing communication between the professor and students.

It was a result of updating the course in the discipline of archaeology for the students
of the Siberian Federal University specializing in history that three-dimensional models of
archaeological objects began to be widely used. 3D models are used as illustrative material
(“Glossary” section of the course), and students’individual work is organized with their help as
well. Students practice their skills of describing different categories of artifacts, their typology
and determining cultural and chronological affiliation. Tests showed that students who worked
with virtual models of objects can successfully apply in practice their knowledge from the
theoretical part of the course.

At the same time, the content of the educational program requires new approaches to the
formation of virtual collections of archeological objects. There is a separate issue of copyright
with regard to the use of models in electronic courses of higher education institutions.

Keywords: archaeology, education, 3D modelling, e-learning courses.
Kntouesbie criosa: apxeonorus, obpasoBaHue, TPEXMEPHbIE MOZENN, SNEKTPOHHbIE KypCbl.

Translated by E. Gavrilova
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CopuiH XepMOH

CO3JAHME DIGILAB - HA YT K UCCJIEAOBAHUAM
KYJNIbTYPHOIO HACNEAMA HA OCHOBE OAHHbIX

DIGILAB coctouT n3 uccnegoBaTesibCKuX LEHTPOB, 3aHVMAIOLWNXCA U3YyYeHneM Hacnegus
C MOMOLLBIO MHTEFPUPOBaHHDBIX LIMPPOBBIX AaHHbIX B 00M1aCTV HAYKN O COXPaHeHWUW Hacneaus,
undpPOBOro Hacneans M rymaHuTapHbix Hayk. OHa npepgnaraeT OHMAMH-AOCTYN K LndpoBbIM
cepBuUCaM N UCCNER0BATENbCKAM MHCTPYMEHTaM, SKCMEPTHbIM 3HaHMAM 1 pecypcam. OHa npe-
[OCTaBnAeT JOCTYN K UCCNefoBaTenbCKUM AaHHbIM, U3HaYanbHO co3faHHbiM B FIXLAB, MOLAB
1 ARCHLAB B pamkax E-RIHS (EBponelickoi HayuHO-UCCeoBaTeNbCKo 6a3bl HAyKu O COXpaHe-
HVW Hacneaus), NpoBepss KX Ha cooTBeTcTBMe NpuHumnam FAIR data n obecneurBas nx come-
CTMMOCTb, a Takxe K cucteme Virtual Research Environments, rae nccnegosateny MOryT nosydatb
JOCTYM K TaKUM JaHHbIM, BU3YaNM3npoBaTh X, MPOM3BOANTb 3aMpOChl M YNPaBAATb UMK C LiENbIo
CO3[aHUNA HOBbIX 3HaHWI, CBA3aHHbIX C Hacnegmem. DIGILAB ctpemuntca K cornacoaHumto ¢ EOSC
(EBpONEnCcKM OTKPbITbIM HayUYHbIM O61aKOM).

Kntoyesoie crosa: nccnepoBaHvie 60MbWwMX JaHHbIX, HAYYHO-MCCNegoBaTenbckasa 6asa, NpuH-
umnbl FAIR data, undpoBoe KynbTypHOe Hacneare, Hayka 0 COXpaHEHUN Hacneauns.

Keywords: archaeology, big data research, research infrastructures, FAIR data principles, digital
cultural heritage, heritage science.

Mepegod E. I. [aspunogoli

Hapba lyk
BUPTYAJIbHAA APXEOJIOINA: 10 JIET B BUPTYAJIbHOM MNMPOCTPAHCTBE

Bonee 10 neT Ha3ag HayuyHoe COOOLLECTBO OOBEAMHUIIO CBOW YCUNMSA MO BHEAPEHWUIO B ap-
XeOnoru HepaspyLaLWwmx MEeTOA0B 1 MPUHLUNOB BUPTYasibHbIX PEKOHCTPYKUu. MexayHa-
POAHbIN NPOEKT, NoAAePKaHHbIN HEKOMMEPYEeCKOW opraHun3aumen, a Takxe [oCcyfapCcTBEHHbIM
SpMuTaxKeM, NO3BONUSI MOIOAbIM CMELMANNCTaM YCTAaHOBUTb KOHTAKT C MpodeccroHanamm
B o6nacTtn 3D-moaennpoBaHns, reopusnku, aspoPoToCHEMKIN BO BCEM MUPE.

Tpn roga mexpy BCTpeyamu — 3TO Kak pa3 MOAXOAAWMN CPOK ANA YCMEeLWHOW peanusa-
LMW MPOEKTA, AOCTOMHOIO 6bITb NPEACTABEHHBIM MEXAYHAPOAHOMY Hay4YHOMY COOOLIECTBY.
Bnarofaps nopgaepkke co CTOPOHbI Pas3fiMyHbIX GOHIAOB 1 KOMMEPUYECKUX OpraHu3aLuii nio-
WwaaKa Obina nepeHeceHa 13 My3esi B YHUBEPCUTET, UTO CBUAETENIbCTBYET O BaXKHOCTU 3HAHUN
[N HOBOTO NMOKOJIEHUA nccneoBaTenel. Heobxoanumo OTMETUTb 3HaUMMbIA BKag NPOeKTa
«BupTyanbHaa apxeonorusay» B pa3BMT1e Hay4YHOro COTPYAHMYECTBA 1 PacnpoCTPaHeHme onbl-
Ta ot EBponbl go danbHero Boctoka, ot 3anaga no Boctoka, ¢ ONTUMUCTUYHBIM ABVKEHMEM
B OyZylliee Aake B CZIOXKHOE BpeMs MaHAEMUMN.

Kniouegole crio8a: BUPTYanbHas apxeonorus, HayuyHoe coobLecTBO, MeXaAyHapoaHas KoHe-
peHLMsA, MexayHapoLHOe COTPYAHNYECTBO.
Keywords: virtual archaeology, scientific society, international conference, scientific cooperation.
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