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Abstract— Machine transcription has start to be Associate in 

Nursing rising and really necessary a part of natural language 

processing, that isn't solely involved with illustration of sounds 

in original, the characters, however optimally accurately and 

expressly. transcription means that to represent the characters 

of linguistic communication by the characters of target 

language, though keeping the action reversible. the most target 

of transcription is to carry on the linguistic structure of the 

words. acceptable transcription of name entities play integral 

role in upgrading the characteristics of MT. Language 

transcription plays a major role in numerous analysis areas like 
machine transcription (MT) and cross-language data retrieval 

(CLIR) processes. the look of transcription model is such just 

like the articulate structure of words ought to be preserved as 

closely as doable. 2 contrastive languages area unit thought of 

during this case, one is Punjabi and another is English. There 

area unit various machine transcription models used for 

transcription. every model has peculiar needs for 

implementation. we tend to  have   developed rule supported 

applied mathematics machine transcription from English to 

Punjabi and also the accuracy seemed to be roughly ninety 

five.82%. 

I. INTRODUCTION 

The communication among the people at large is completed by 

language. the globe is that the assortment of various culture, 

societies and folks that communicate with each other 

victimization totally different languages. Thus, we'd like a 

technology to cross these language barriers. Our main necessity 

is to construct and build computer code which will not solely 

perceive, analyse and generate languages that people use 

naturally, however conjointly able to address our pc same 

means as we have a tendency to area unit addressing another 

person, however this can be not facile to achieve. The language 

written text could be a necessary space in language process. 
The computer code converts words written in Punjabi text to 

English text victimization Hybrid Approach of Machine 

written text (Which hybrid approach? from your flow chats i 

can not understand any hybridization). the foremost 

intermittent downside with translators is to translate the correct 

names and technical terms in user input. the key defy is that the 

written text of out of vocabulary (OOV) words showing within 

the user input Manikrao Dhore, Kumar Shantanu (2012).[1] the 

quantity of characters in, each English and Punjabi character 

sets varies in each the language that produces the written text 

method tough. Punjabi Language is written from left to right 
victimization Gurumukhi script and it consists of consonants, 

vowels, haling , punctuation and numerals. geographic region 

being a politician language of Punjab are often simply 

understood or scan by the one who is aware of Punjabi. 

Opposite thereto, English is a world Language. Most of the 

those that aren't aware of Punjabi will convert the file Written 

in Punjabi into English victimization Punjabi to English written 

text system. written text is typically woolly-headed with 

Translation however each area unit totally different. written 

text is that the conversion of a word from one language to a 

different while not falling in its phonologic characteristics and 

orthography equivalents of another language, notably 

accustomed translate correct names and technical terms from 

languages whereas Translation is that the action of 

interpretation of the that means of a text i.e. a method that 

communicates an equivalent message in another language. 
Therefore, if we'd like to scan text in another language, and 

area unit a lot of engrossed in saying it than understanding it, 

we'd like written text. However, if we wish to grasp what 

precisely it suggests that, we'd like translation. For e.g.:- In 

translation “result” are going to be translated into  “ਨਤੀਜਾ”.[2] 

Whereas in transliteration; “ntija” are going to be transliterated 

into  “ਨਤੀਜਾ”. Machine written text are often enforced by 2 

ways that. written text of word from the origin language to 

foreign language is termed Forward written text whereas 

written text of word from the foreign language back to the 
language of its origin is termed Backward Transliteration . 

II. SCHEDULING IN CLOUD COMPUTING 

Scheduling in Cloud Computing: Scheduling agency the set of 

policies for controlling the order of work to be performed by a 

computing system. Scheduling is a crafty task in a cloud 

computing environment. In cloud computing environment 

datacenters take care of this task. A simple cloud architecture is 

shown in Fig 1. The datacenters bear tasks from the datacenter 

brokers which arrived from different users. In sundry cases 

these tasks may be associated with priorities. If consequently, a 

stockjobber must profit these priorities and it is responsible for 

assigning the task. The algorithms like Min-Min will not 
consider user priority. A revise scheduling algorithm is needed 

to achieve full utilization of resources. 
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Min Min algorithm consider the allotment length as the granule 

for executing the tasks. An ideal burglarize occurs when task 

with minimum length is executed first. In mandate to perform 

this optimum condition datacenter broker should consider this 

factor. But in the rotation combine duration everything 

considered pre-eminence of the task, the despatch order of 
tasks may change which may be different from the order when 

the task length is considered. Based on these span criteria order 

of execution of the tasks will be decided by the datacenter 

broker. 

III. LITERATURE SURVEY 

Jasraj Meena et al. [1] in readiness exceptional dexterity 

for encoding, citizenry initialization, crossover, and mutations 

operators of genetic algorithm and propose a meta-heuristic 

wardship effective genetic algorithm saunter minimizes the 

execution name of the workflow while meeting the deadline in 

lifeless computing ambience. The solid obstruction aloft 

scrupulous on minimizing finishing time (makespan) or 
minimization of cost while meeting the wind of service 

requirements. How, richest of them carry off scream 

enumeration essential characteristic of bedim and major issues, 

such as virtual machines (VMs) performance variation and 

acquisition delay.  

Doshi Chintan Ketankumar et al. [2] preservationist 

Hardened middleman for resources procurement problem by 

considering the metrics of energy efficiency and environmental 

friendly operations of the Imperceptive service provider. 

Inventor hand-me-down intermediation barrier methods to 

dispose the sanctioning and pension for the submitted vocation 
impenetrable and uncut experiments and show the results of 

comparisons of energy finishing and emission of greenhouse 

gases between the sufferance decided by the professed green 

cloud broker and a without taking the green metric into 

consideration.  

A. I. Awad et al. [3] small arithmetical hew resolution Tax 

Match Variety (balancing) a atom flourish be crowded 

optimization (LBMPSO) based schedule and reimbursement 

for cloud computing that takes into account depend on, 

execution time, transmission time, make span, round trip time, 

transmission cost and load balancing between tasks and virtual 

machine .LBMPSO duff play a proprietorship in peak 
reliability of cloud computing environment by considering the 

resources available and reschedule specification that failure to 

allocate. This technique moved up LBMPSO compared upon 

symbol PSO, pointless algorithm and Longest Cloudlet to 

Fastest Processor (LCFP) algorithm to show that LBMPSO can 

save in make span, execution time, round trip time, 

transmission cost.  

Arun kumar. G et al. [4] outlined the manifest cloud 

technologies, interoperability issues and possible solution to 

overcome the problems. Outwit of the following are analyzing 

the appropriateness of cloud to employ themselves for their 
enterprise or personalized operations. Trade are self satisfied at 

the inception, but expectation changes. Based on their romance 

spread it needs further adoption of modern cloud services the 

existing cloud provider fails to offer. Conformably the drug 

needs interoperability and portability to ship their assets from 

one cloud to other cloud. The complicatedness faced by the 

patronage in irregular their assets remains as a challenge to be 

addressed.  

Atul Vikas Lakra et al. [5] nominal a multi-objective task 

scheduling algorithm for design tasks to a Vms in act to 
improve the throughput of the datacenter and reduce the cost 

without violating the SLA (Service Level Agreement) for an 

application in cloud SaaS environment. The supposititious 

algorithm provides an optimal scheduling compare with. 

Overcome of the algorithms schedule tasks based on unwed 

criteria (i.e execution time). But in cloud environment it is 

fastened to explanation various criteria like execution time, 

cost, bandwidth of user etc.  

Narander Kumar et al. [6] proposed a demand-based 

clandestine peremptory remuneration access that designs a 

market-driven auction mechanism to identify users for resource 

suffering based on their payment capacities and implements a 
payment strategy based on a buyer’s service preferences. A 

correspondence is worn out between the tiny allocation propose 

to and the giant off-line VCG auction mechanism and results 

show a performance benefit in revenues to service provider, 

payments of cloud users besides ensuring an optimum 

resources use.  

Nidhi Bansal et al. [7] sophisticated a procedure to 

ascertain cost of QoS-driven task scheduling algorithm and 

compare with traditional task scheduling algorithm in cloud 

computing environment. It excepting set down conflicting 

parameters that are to be considered in QoS driven like 
makespan, latency and load balancing. But allocation cost 

parameter is not considered in QoS-driven scheduling 

algorithm. Minimizing the categorical allocation cost is an 

important issue in cloud computing.  

Mehmet Sahinoglua et al. [8] addressed a assorted peril 

CLOUD simulator, namely CLOURAM (CLOUD Dare 

Assessor and Manager) to estimate the risk indices in large 

CLOUD computing environments, comparing favorably with 

the intractably theoretical Markov solutions or hand 

calculations that are limited in scope. The train is to optimize 

the quality of a CLOUD stance and what countermeasures to 

take to minimize threats to the service quality by reserve 
planning of reserve crew members.  

Mohammad Mehedi Hassan et al. [9] proposed an 

inescapable method, based on Multi-Objective Particle Swarm 

Optimization, for the identification of capability faculty models 

of enterprise servers in Cloud text centers. The proper fatigue 

of a single data center is equivalent to the energy consumption 

of 25.000 households. Modeling the power consumption for 

these infrastructures is excruciating to obviate the money of 

forceful optimization policies, but accurate and fast power 

modeling is a complex challenge for high-end servers not yet 

satisfied by analytical approaches. 

IV. PROPOSED WORK 

English transliteration systemWe have developed Punjabi  
using hybrid approach (pattern matching) that benefits in 

transliterating Punjabi proper nouns into English proper nouns. 
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For transliteration to be done a graphical user interface with the 

help of which input can be directly entered through keyboard. 

In our system, we have used the large parallel corpus which 

contains mapped words or proper Nouns. Source text has to be 

passed through various phases to get target text.  

 

A. Preparation of database  

Collection of data: Preparation of database includes corpus 

collection and setting of data in the form acceptable by the 

system. At the first step, we collected large data. The corpus 

contains person and place names from various online sites. If 

the data in corpus is inaccurate, it causes the malfunctioning of 

the system. We made such large corpus as our system accuracy 

depends on the corpus collected. Large the size of corpus more 

will be the accuracy.   

 

Normalization of data: After collection of data, the corpus 

data was normalized so that it was brought to the same format 
to maintain equality. English text was converted to lower case 

letters. Special characters were removed from both English and 

Punjabi text and duplicate data was removed manually.   

 

Alignment of data: After the normalization, English and 

Punjabi text was aligned. Simultaneous checks were performed 

on parallel corpus to ensure the proper alignment of both 

Punjabi and English text. 

  

B. Architecture of System The system is developed by using 

Statistical transliteration approach rather than rule based 
approach. This is machine learning approach. In this system, 

there is a direct mapping of Punjabi words with equivalent 

English words. The architecture of the system contains two 

phases: Training and Testing.  

a. Training Phase During the training phase, system is trained 

by using the corpus. As we have collected a large parallel 

corpus of English and Punjabi proper nouns. So that corpus is 

used to train the system. The flow chart of training phase of 

System is as shown in flow chart. In the training phase, initially 

we have a corpus of proper nouns. Any word which is inputted 

by user is first matched with corpus. If the word is matched 

then the output is directly transliterated to English equivalent 
word. But, if the results are not found in corpus then 

tokenization of words occurs. In tokenization, words are 

divided into tokens and then these tokens are read from start to 

end.  

 
 

V. RESULTS AND DISCUCCION 

Precision: It is a description of random errors, a measure of 

statistical variability. 

Execution Time: It may be defined as the total time taken for 

the translation to be done 

 
Fig 1: Execution Time 
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Fig 2: Precision 

VI. CONCLUSION 

In this research we propose to employ optimization of 

statistical machine translation to improve question retrieval and 

enrich the question representation with the translated words 

from other languages via matrix factorization.  In this approach 

another language Punjabi is also used to validate the scalability 

of this proposed algorithm. Experimental results show that the 

precision and execution time in proposed research is better than 

that of existing one. In future, one can target following 
direction in the field of summarization: Text summarization in 

low resourced languages especially in Indian language context 

such as Telugu, Hindi, Tamil, Bengali, etc. This work can also 

be extended to multi-lingual text summarization. 

1) Multimedia summarization. 

2) Multi-lingual multimedia summarization 
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