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Abstract—Sentiment analysis examines attitudes, emotions 

and sentiments of people concerning various products and 

services. Due to the vast amount of netizens' data available on 

the internet, manually analyzing data and making decisions 

has become challenging. Therefore, researchers are motivated 

to perform a wide variety of sentiment analyses. Sentiment 

analysis is a technique characterized as opinion mining for 

categorizing text into negative class, positive class, or neutral 

class. This paper discusses a study of Machine learning based, 

Lexicon based, and Hybrid sentiment analysis based methods.  
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I.  INTRODUCTION 

In present time, the growth of online social networking 
websites such as product reviews sites, micro-blogging sites, 
Twitter, Facebook and other social networks has prompted the 
advancement in sentiment analysis (SA). Due to the vast 
amount of netizens' data available on the internet, manually 
analyzing data and making decisions has become challenging 
[1]. Therefore, researchers are motivated to perform a wide 
variety of sentiment analyses. Sentiment analysis is a technique 
characterized as opinion mining for classifying text into 
negative class, positive class, or neutral class [2] [20]. 
Sentiment analysis based approaches are of lexicon oriented, 
machine learning oriented, deep learning oriented [22] [23] and 
hybrid. Various applications include product analysis, movie 
review analysis, stock prediction, government intelligence, 
recommender systems, etc. 

II. RELATED SURVEY 

Related survey section, discusses existing research work 
studied by several researchers in sentiment analysis which 
leads to the development of many methodologies and models.  

Hossen and Dev (2021) [6] used the SentiWordNet 
dictionary for performing lexicon-based analysis of sentiments 
using IMDB dataset for movie reviews. Kumar et al. (2019) [7] 
combined lexicon and machine Learning based features using 
IMDB dataset for movie review for performing sentiment 
analysis. Various features were used like TF (Term 
Frequency), TF-IDF (Term Frequency-Inverse Document 
Frequency), count of Positive words, Negative words, negative 
Connotation and positive Connotation which boosted the 
overall accuracy of model. RLPI (Regularized Locality 
Preserving Indexing) based feature selection technique was 
also used to minimize the dimensionality of feature data of 
machine learning features. Gopi et al.(2020) [21] used the 

improved RBF kernel of SVM to categorize the tweets. Author 
(2020) [5] performed sentiment analysis on Hindi and English 
tweets related to "Mann Ki Baat" using term frequency and 
various lexicon feature extraction approaches. Chauhan and 
Sutaria (2019) [19] experimented with semiotics for 
performing sentiment analysis. Here they have used text and 
semiotics together for calculating the score values of various 
tweets. Hemalathaand Ramathmika(2019) [8] suggested a 
machine learning oriented technique to find the sentiments of a 
yelp review dataset using POS tagging to extract adjectives 
from reviews. H. Darshan et al. (2019) [8] performed similar 
work on the IMDB movie review dataset, using the RLPI 
feature selection technique. Kumar et al. (2018) [9] used a 
weight assignment approach called Point wise Mutual 
Information (PMI) based on the SentiWordNet lexical resource 
to perform sentiment analysis on three datasets. Adewole et al. 
(2021) [10] suggested a feature selection approach that relies 
on a hybrid filter and wrapper method to improve sentiment 
analysis. Comparing results demonstrates the superiority of RF 
with a decrease in the number of features by 95% from the 
original dataset. Sunitha et al. (2019) [11] used a supervised 
classification algorithm to conduct sentiment analysis on 
Twitter tweets and a US airline dataset. The authors employed 
an advanced preprocessing method and TF-IDF feature vector 
extraction to enhance sentiment analysis classification 
accuracy. 

Several researchers used hashtags as a feature in sentiment 
analysis. Alfina et al. (2017) [12] mainly focused on the 
characteristic of a hashtag count for sentiment analysis. S. Naz 
et al. (2018) [13] used an SVM classifier on the SemEval 2016 
Twitter dataset to analyze the sentiment. To improve a 
traditional n-gram based classifier, they combined internal n-
gram based score with an exterior sentiment based score. In 
[14], author Eng et al. (2021) also proposed a hybrid 
classification approach using lexical resources and machine 
learning classifiers. Here, the author used a variety of lexicons, 
including sentiment, negation, intensifier, emoticon, and so on, 
and combined with machine learning classifiers to calculate the 
sentiment score. Khoo and Johnkhan (2018) [15] examined the 
performance of WKWSCI, a unique lexicon-based technique, 
on Amazon product reviews and news headlines datasets. 
Apart from word features, various researchers used emoticons 
feature for sentiment analysis. John et al. (2019) [16] 
recommended hybrid lexicons followed by the handling of 
emoticons, capitalization, and repeated letter and discourse 
structure to increase the accuracy. 

According to the literature review described in Table I we 
concluded that little research work has been done on the 
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linguistic aspects of hashtags, emojis, and emoticons for 
sentiment analysis.   Furthermore, there has been limited study 
on combining lexical features with an ensemble of machine 
learning classifiers. 

III. FEATURES AND DATASET USED IN EXISTING METHODS 

This section describes various features and datasets applied 
in various existing techniques (lexicon oriented techniques 
/Machine learning oriented methods/ Hybrid techniques) for 
analysis of sentiments as per Table I. 

TABLE I.  LITERATURE REVIEW OF EXISTING SENTIMENT ANALYSIS 

METHODS 

Author Name Dataset 
Feature 

selection 
Method Used 

Hossen and 
Dev (2021)[6] 

IMDB movie 
review dataset 

SentiWordNet 
dictionary 

Lexicon based 
approach 

Kumar et al. 
(2019) [7] 

IMDB movie 
review dataset 

TF and TF-
IDF machine 

learning based 
features. 

Positive, 

Negative 
word count, 

positive and 

negative 
Connotation 

lexicon based 

features 

Hybrid approach 

 

Darshan et al. 

(2019) [8] 

IMDB movie 

review dataset 

RLPI feature 

selection 
technique 

Machine 

learning based 
approach 

Hemalatha and 

Ramathmika 
(2019) [8] 

Yelp review 

dataset 

POS tagging Machine 

learning based 
approach 

 

Kumar et al. 
(2018) [9] 

IMDB movie 
review, Yelp 

review, Amazon 

dataset 

PMI Weight 
assignment 

model based 

on 
SentiWordNet 

3.0. 

Hybrid approach 

 

Adewole et al. 
(2021) [10] 

IMDB movie 
review, Yelp 

review, 

Amazon, and 
Kaggle dataset 

Hybrid filter 
and wrapper 

feature 

selection 
technique 

Machine 
learning based 

approach 

Sunitha et al. 

(2019) [11] 

Twitter review 

and a US Airline 
Twitter 

Sentiment 

dataset 

TF-IDF 

feature vector 
extraction 

Machine 

learning based 
approach 

Alfina et al. 

(2017) [12] 

Manual dataset Positive, 

negative word 

count, 
Positive and 

negative 

hashtag count  

Hybrid approach 

Naz et al. 

(2018) [13] 

SemEval 2016 

dataset 

n-gram 

features  

Machine 

learning based 

approach  

Eng et al. 
(2021) [14] 

Yelp review 
dataset 

Sense 
disambiguatio Hybrid approach 

Author Name Dataset 
Feature 

selection 
Method Used 

n, sentiment 
negation, , 

emoticon, TF-

IDF, idiom 
and phrase, 

lexicon, 

adjective 

 

Khoo and 

Johnkhan 

(2018) [15] 

Dataset of 

Amazon for 

reviews of 
products 

Sentiment 

Lexicon 

Lexicon based 

approach 

John et al. 

(2019) [16] 

Sentiment 

140.com dataset 

SentiWordNet 

(SWN) and 

Domain 

Focused (DF) 

lexicons. 

Lexicon based 

approach 

Gopi et al. 

(2020) [21] 

Twitter dataset TF-IDF Machine 

learning based 

approach  

Kanika Garg 
(2020) [5] 

Twitter API Hindi 
SentiWordNet 

(SWN) and 

AFINN-111 
and Term 

Frequency 

Lexicon based 
approach 

Chauhan and 
Sutaria (2019) 

[19] 

Twitter API Semiotic 
lexicon 

Lexicon based 
approach 

 

 

IV. SOME STANDARD DATASETS USED FOR SENTIMENT 

ANALYSIS 

Although a number of standard datasets are used for 
sentiment analysis, but we are discussing here commonly used 
dataset in this field. These datasets carry two to three classes 
(Positive/ Negative/ Neutral) for sentiments. Table II describes 
the details of standard data sets used in Sentiment Analysis. 

TABLE II.  DESCRIPTION OF STANDARD DATASETS FOR SENTIMENT 

ANALYSIS 

Dataset 
Number of 

Tweets 

Number of 

Classes 
Description 

Twitter US 

Airline 
Sentiment [17] 

14,460 3 Dataset 

collected from 
Kaggle includes 

tweets regarding 

six different US 
(United States) 

airlines. It 
comprises 2363 

positive, 9178 

negative, and 
3099 neutral 

tweets. 
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Dataset 
Number of 

Tweets 

Number of 

Classes 
Description 

IMDB Movie 
review 

dataset[18][3] 

50,000 2 It is a standard 
dataset that 

includes 50k 
movie reviews 

for a binary 

classification 
task. 

Yelp Review 
Dataset[4] 

10,000 2 It is a yelp 
dataset collected 

from yelp used 

for binary 
classification 

considering 

10,000 reviews 

with star labels. 

 

 

V. CONCLUSION 

Sentiment analysis is a technique characterized as opinion 
mining for categorizing text into negative class, positive class, 
or neutral class. It has three levels for categorizing the 
sentiments: aspect level, sentence level and document level. 
Sentiment analysis based approaches are of lexicon oriented, 
machine learning oriented, deep learning oriented [22] [23] and 
hybrid. Various applications include product analysis, movie 
review analysis, stock prediction, government intelligence, 
recommender systems, etc. 
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