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ABSTRACT: Present days one of the major application 
areas of data mining is Biomedical engineering that focuses on 
medical diagnosis of diseases and treatment. Nowadays many 
people are dying because of sudden heart attack, brain stroke, 
liver failure, kidney failure, cancer and etc. Breast cancer is 
one of the leading causes of death in women. In this paper we 
focused on how data mining techniques can be used to predict 
breast cancer in advance such that patient is well treated. We 
used Random Forest algorithm, it is a machine learning 
algorithms supported by WEKA to predict Breast cancer in 
advance. Experimental analysis is done on breast cancer data 
set supported by WEKA. Data set contains 286 instances each 
instance having 10 attributes relevant to breast cancer 
including class label attribute. We used 60% data for training 
and 40% data for testing. The algorithm has shown 84.2% 
accuracy in prediction. 

KEYWORDS:  Classification, Breast cancer, machine 
learning, C4.5, REP Tree, Random Forest algorithm 

 

1. INTRODUCTION 

Nowadays every human being should aware of their health 
condition to lead happy and healthy life. Healthcare industry 
today generates large amounts of complex data about patients, 
hospitals resources, disease diagnosis, electronic patient 
records, medical devices etc [2]. The large amounts of data are 
a key resource to be processed and analyzed for knowledge 
extraction that enables support for cost-savings and decision 
making. Breast cancer is the most common malignant tumor 
for women and it poses serious threat to the lives of people 
and it is the second leading cause of death in women today [1]. 
In the past twenty years, the incidence of breast cancer 
continues to rise. Then, the diagnosis and treatment of the 
breast cancer have become an extremely urgent work to do. 
Breast cancer begins with forming tumor in cells of breast 
forming clusters and spreads in the entire tissue [3]. In this 
article, we especially focus on ladies bosom growth and 
procedures for early forecast. Symptoms of Breast Cancer: A 
lump in a breast,  A pain in the armpits or breast that does not 
seem to be related to the woman's menstrual period, Pitting or 
redness of the skin of the breast; like the skin of an orange, A 
rash around (or on) one of the nipples, A swelling (lump) in 
one of the armpits, An area of thickened tissue in a breast, One 
of the nipples has a discharge; sometimes it may contain 

blood, The nipple changes in appearance; it may become 
sunken or inverted, The size or the shape of the breast 
changes, The nipple-skin or breast-skin may have started to 
peel, scale or flake. Types of breast cancer classified basically 
malignant tumor and benign tumor [4]. The choice of the 
classification technique is very much important as the 
accuracy of the classification varies from algorithm to 
algorithm. The paper focuses on use of Random Forest 
technique to classify cancer patient data. 

 

2. MACHINE LEARNING ALGORITHMS 

In this paper we our focus is how we can train the Machine 
to learn from the medical data so it can predict and treat the 
disease. Learning can be defined in general as a process of 
gaining knowledge through experience. We humans start the 
process of learning new things from the day we are born. This 
learning process continues throughout our life where we try to 
gather more knowledge from our surroundings and through 
our experience [4]. Machine Learning (ML) is a sub-field of 
AI whose concern is the development, understanding and 
evaluation of algorithms and techniques to allow a computer 
to learn [4]. ML intertwines with other disciplines such as 
statistics, human psychology and brain modeling. Human 
psychology and neural models obtained from brain modeling 
help in understanding the workings of the human brain, and 
especially its learning process, which can be used in the 
formulation of ML algorithms. Since many ML algorithms use 
analysis of data for building models, statistics plays a major 
role in this field [5]. ML algorithms need a dataset, which is 
collection of records are instances where each instance consist 
of attributes. The input attributes are the information given to 
the learning algorithm and the output attribute contains the 
feedback of the activity on that information. The value of the 
output attribute is assumed to depend on the values of the 
input attributes. 

Machine learning algorithms are broadly classified as 
Supervised and unsupervised learning algorithms. In 
supervised learning instance and predefined classes are there. 
The model predicts the class membership of an instance. In 
unsupervised learning only instance are there based on the 
similarities between the instances, they are segmented as 
groups. In this paper we used supervised learning techniques 
to predict the class label of test instances. Supervised learning 
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algorithms also called as Classification Algorithms [6]. Here 
instance can be treated as patient record. Experimental 
analysis is done using Random Forest algorithm [1], rest of the 
chapter explains how Random Forest algorithm classifies the 
test instances. 

2.1 CLASSIFICATION ALGORITHMS 

Algorithms that classify a given instance into a set of 
discrete categories are called classification algorithms [4]. 
These algorithms work on a training set to come up with a 
model or a set of rules that classify a given input into discrete 
output values. Most classification algorithms can take inputs 
in any form, discrete or continuous. Although some of the 
classification algorithms require all of the inputs also to be 
discrete. The output is always in the form of a discrete value. 
Decision trees and Baye’s nets are examples of classification 
algorithms 

2.1.1 RANDOM FOREST ALGORITHM 

In the random forest approach, a large number of decision 
trees are created. Every observation is fed into every decision 
tree. The most common outcome for each observation is used 
as the final output. A new observation is fed into all the trees 
and taking a majority vote for each classification model [1]. 
An error estimate is made for the cases which were not used 
while building the tree. That is called an OOB (Out-of-
bag) error estimate which is mentioned as a percentage. 

 A Random Forest is a collection of CART-like trees for 
growing, combination, testing and Post-processing. One is an 
ensemble of trees where each tree is growing while training on 
a sample obtained from the raining set via bagging without 
replacement. This is a known technique from ensemble 
learning methodology where generalization error is decreased 
due to combining decisions (or so-called votes) of multiple 
learners which are usually weak and unstable individually. 
The second approach is random split selection for a decision 
tree. This split is chosen randomly from a subset of best splits. 
Thus, these two ideas led finally to the basis for the algorithm. 
It generally applies two mechanisms: building an ensemble of 
trees via bagging with replacement (bootstrap) and a random 
selection of features at each tree node. The first one means 
that any example selected from the training set can be selected 
again [1]. Each tree is grown using the obtained bootstrap 
sample. The second mechanism performs random selecting a 
small fraction of features and further splitting using the best 
feature from this set.  

2.1.2 PERFORAMNCE MEASURES USED FOR 
CLASSIFIER EVALUATION 

The classifier’s evaluation is most often based on 
prediction accuracy (the percentage of correct prediction 
divided by the total number of predictions). If the error rate 
evaluation is unsatisfactory, we must return to a previous stage 
of the supervised Machine learning process. A variety of 
factors must be observed, perhaps relevant features for the 
problem are not being considered, may need  a larger training 
set is required, the dimensionality of the problem is too high, 
the selected algorithm may not suitable or parameter tuning is 
needed [7]. 

Table 1. Measures and Formula 

                                                               
Classifier Accuracy 

TP +TN                                                 

  (P+N) 

Classifier Error rate 
FP +FN  

(P +N) 

Recall 
TP 

 P  

Precision 
TP 

(TP +FP) 

F-Measure 
(2×precision×recall)  

(precision+recall ) 

Where P is total number of positive records, N is total 
number of negative records, TP refers to the positive records 
which are correctly labeled by the classifier, TN is the 
negative records which are correctly labeled by the classifier, 
FP is the negative records which are improperly labeled as 
positive, and FN is the positive records which are incorrectly 
labeled as negative. 

 

3. EXPERMENTAL SETUP 

In this paper we used a decision tree based Random 
Forests classification algorithm which is implemented in 
WEKA (Waikato Environment for Knowledge Analysis). It is 
a collection of various ML algorithms, implemented in Java, 
which can be used for data mining problems. Apart from 
applying ML algorithms on datasets and analyzing the results 
generated, WEKA also provides options for pre-processing 
and visualization of the dataset. It can be extended by the user 
to implement new algorithms. We have taken Breast cancer 
data set of 286 diagnostic records. Each record consists of 
attributes like age, menopause, tumor size etc. Data set is 
available on online at 
https://archive.ics.uci.edu/ml/datasets/breast+cancer. Here 
60% records are used to train the model remaining 40% 
records are used to test the model. Table 3 gives the 
performance details Random forest algorithm used for 
classifying Cancer patient records. Fig 1 represents the 
distribution of cancer patients, here blue star represents 
patients without cancer, and red star represents patients with 
cancer. 

 

Fig 1: Distribution of cancer patients with respect to age 
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Here Table 2 represents confusion matrix of Random 
Forests classifier. It represents out of 75 records whose class 
label is YES, 72 records are predicted correctly and 3 records 
predicted in correctly. Out of 39 records whose class label is 
NO, 24 records are predicted correctly and 15 records are 
predicted incorrectly. We considered record with class label 
YES as positive and record with class label NO as Negative. 

Table 2. Confusion Matrix 

 

Actual 
Class 

 

Predicted Class 

 Positive Negative 

Positive 72 3 

Negative 15 24 

 

Table 3. Class wise Accuracy 

Class 
TP 

Rate 
FP 

Rate 
Precis

ion Recall 
F-

Measure 

YES 0.960 0.040 0.808 0.960 0.813 

NO 0.615 0.384 0.888 0.615 0.440 

 

4. CONCLUSION  

In this paper we used Random Forests classifier to predict 
whether the patient is suffering with breast cancer or not. The 
algorithm has shown 84.2% accuracy in predicting the class 
label of unknown records. The evaluation criteria proved that, 
Random Forests algorithms are more effective and efficient 
classification techniques for the prediction of breast cancer 
risks among patients. The considerable point about the 
algorithm used is it out performs in accuracy while predicting 

the positive class labels. These machine learning algorithms 
can be used to predict many disease like heart attack, asthma, 
diabetes and high blood pressure etc.  
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