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Abstract—Network Intrusion Detection Systems (NIDS) 

play a critical role in securing modern networks by identifying 

malicious activities and anomalous behavior. In this paper, we 

propose a novel intrusion detection framework using an 

asymmetric deep auto encoder (ADAE). Unlike traditional 

symmetric models, the ADAE leverages an imbalanced 

encoder-decoder architecture to efficiently extract features 

from high-dimensional network traffic data while minimizing 

reconstruction errors for anomalous patterns. We evaluate the 

model using the latest benchmark datasets, including 

CICIDS2018 and CSE-CIC-IDS2018, to ensure relevance to 

contemporary threats. The proposed framework demonstrates 

superior performance in detecting zero-day attacks and 

unknown threats compared to conventional machine learning 

techniques. Experimental results highlight improvements in 

detection accuracy, precision, and recall, while maintaining 

low false-positive rates. Furthermore, the model’s robustness 

and scalability are validated through extensive testing on 

large, real-world datasets. The ADAE-based NIDS offers an 

effective, lightweight solution for real-time monitoring, 

making it suitable for deployment in enterprise networks and 

critical infrastructure. Future work will focus on enhancing 

adaptability through self-supervised learning and improving 

efficiency for edge computing environments. 
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I.  INTRODUCTION 

The rapid evolution of cyber threats necessitates the 
development of advanced intrusion detection systems (IDS) 
that can adapt to the dynamic nature of network environments. 
Traditional methods often fall short in identifying sophisticated 
attacks, leading to a growing interest in leveraging deep 
learning techniques, particularly auto encoders, for anomaly 
detection in network traffic. This paper explores the 
implementation of asymmetric deep auto encoders for adaptive 
network intrusion detection, emphasizing their effectiveness in 
identifying novel attack patterns while minimizing false 
positives. The integration of deep learning into cybersecurity 
frameworks has shown promise in enhancing detection rates 

and improving the overall resilience of network systems 
against intrusions [1][2]. 

Recent studies have highlighted the limitations of 
conventional machine learning approaches in handling the 
complexities of modern cyber threats. As cybercriminals 
employ increasingly sophisticated tactics, the need for systems 
that can learn and adapt in real-time becomes paramount. Deep 
learning models, particularly those utilizing auto encoders, 
have demonstrated superior performance in feature extraction 
and anomaly detection, making them suitable candidates for 
IDS [3][4][5]. The asymmetric architecture of deep auto 
encoders allows for a more nuanced understanding of normal 
versus anomalous behavior in network traffic, facilitating the 
identification of subtle deviations that may indicate potential 
security breaches [6][7]. 

Benchmarking these models against the latest cybersecurity 
datasets is crucial for validating their effectiveness. The 
availability of diverse and comprehensive datasets enables 
researchers to evaluate the performance of intrusion detection 
systems under various conditions and attack scenarios. Recent 
surveys have underscored the importance of using benchmark 
datasets to ensure a fair assessment of different detection 
methodologies [8][9]. By employing state-of-the-art datasets, 
this study aims to provide a robust evaluation of the proposed 
asymmetric deep auto encoder approach, contributing to the 
ongoing discourse on enhancing cybersecurity through 
innovative machine learning techniques [10][11]. 

Moreover, the integration of deep learning with traditional 
cybersecurity practices offers a multifaceted approach to threat 
detection. The interplay between feature selection, model 
architecture, and training methodologies plays a critical role in 
the success of intrusion detection systems. As such, this 
research not only focuses on the technical implementation of 
asymmetric deep auto encoders but also addresses the broader 
implications of adopting advanced machine learning techniques 
in cybersecurity strategies [12][13]. The findings from this 
study are expected to inform future developments in IDS, 
paving the way for more resilient and adaptive cybersecurity 
solutions. 

In conclusion, the exploration of adaptive network intrusion 
detection using asymmetric deep auto encoders represents a 
significant advancement in the field of cybersecurity. By 
harnessing the power of deep learning and benchmarking 
against contemporary datasets, this research seeks to enhance 
the efficacy of intrusion detection systems, ultimately 
contributing to a more secure digital landscape. The ongoing 
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evolution of cyber threats demands innovative solutions, and 
the proposed approach aims to meet this challenge head-on, 
offering a promising avenue for future research and application 
in the realm of cybersecurity [14][15]. 

II. LITERATURE SURVEY 

The increasing complexity and frequency of cyber threats 
necessitate the development of advanced intrusion detection 
systems (IDS). Among the various methodologies, deep 
learning techniques, particularly those employing 
autoencoders, have gained prominence due to their ability to 
learn intricate patterns from high-dimensional data. This 
literature survey focuses on adaptive network intrusion 
detection using asymmetric deep autoencoders, highlighting 
recent advancements and benchmarking against contemporary 
cybersecurity datasets. 

Deep learning, particularly through the use of autoencoders, 
has emerged as a powerful tool for network intrusion detection. 
Gurung et al. Gurung et al. [16] demonstrate that non-
symmetric deep autoencoders (NDAEs) can effectively 
perform unsupervised feature learning, allowing for the 
identification of intrinsic behavioral patterns of intruders. This 
approach is complemented by the work of Shone et al. [17], 
who propose a stacked NDAE model that enhances 
classification accuracy through deep learning techniques. The 
efficacy of these models is further supported by the findings of 
Zong et al. [18], which indicate that autoencoders outperform 
traditional dimensionality reduction techniques in specific 
scenarios, thereby improving the overall performance of IDS. 

The concept of asymmetric deep autoencoders is pivotal in 
enhancing the adaptability and accuracy of intrusion detection 
systems. Shone et al. Shone et al. [17] and Tang et al. Tang et 
al. [19] both advocate for the use of NDAEs, emphasizing their 
role in unsupervised feature extraction. This method allows for 
the effective classification of network traffic, as it can adapt to 
varying data distributions and complexities inherent in network 
environments. Furthermore, the work by Wu and Guo Wu & 
Guo [20] highlights the challenges posed by malicious network 
behaviors, reinforcing the necessity for advanced detection 
mechanisms that leverage deep learning. 

The performance of intrusion detection systems is often 
evaluated against established datasets, such as the NSL-KDD 
and KDDCUP99. These datasets serve as benchmarks for 
assessing the effectiveness of various models. For instance, Al-
Shabi Al-Shabi [21] reports improved detection accuracy when 
employing complex deep neuronal networks on the 
KDDCUP99 dataset. Similarly, the research by Li et al. Li et 
al. [22] introduces an improved autoencoder-based algorithm 
that demonstrates significant advancements in classification 
accuracy within industrial control networks. The benchmarking 
against these datasets is crucial for validating the robustness of 
the proposed models. 

Recent studies have explored innovative approaches to 
enhance the performance of IDS. For example, the integration 
of federated learning, as discussed by Yang et al. [23], allows 
for collaborative model training across decentralized data 
sources, which can be particularly beneficial in scenarios with 
privacy concerns. Additionally, the hybrid models combining 
convolutional neural networks (CNN) and long short-term 
memory networks (LSTM) have shown promise in capturing 

both spatial and temporal features of network traffic, as 
highlighted by Sun et al. [24]. These advancements indicate a 
trend towards more sophisticated and adaptive intrusion 
detection systems that can evolve with emerging threats. 

III. METHODOLOGY 

A. Dataset Description 

To ensure the relevance and robustness of the proposed 
Network Intrusion Detection System (NIDS), two 
contemporary benchmark datasets are utilized: CICIDS2018 
and CSE-CIC-IDS2018. Both datasets simulate real-world 
network traffic with labeled instances of normal and malicious 
activities, covering a range of attack types, such as Distributed 
Denial of Service (DDoS), Brute Force, Botnet, and SQL 
Injection. CICIDS2018 provides over 80 network traffic 
features, including packet sizes, protocol types, and flow 
statistics, which are suitable for feature extraction in deep 
learning models. The CSE-CIC-IDS2018 dataset offers 
additional diversity in attack scenarios, providing a 
comprehensive evaluation platform for intrusion detection 
frameworks. 

B. Proposed Framework 

The paper presents an Asymmetric Deep Autoencoder 
(ADAE)-based NIDS to detect both known and zero-day 
attacks. Unlike symmetric autoencoders, the asymmetric model 
employs a smaller decoder than the encoder, enhancing feature 
extraction while minimizing reconstruction errors only for 
normal traffic patterns. The core idea is that anomalous traffic 
will exhibit higher reconstruction errors since the decoder 
cannot accurately reproduce it. The architecture includes: 

Encoder: Compresses high-dimensional input traffic 
features into latent space using non-linear transformations. 

Latent Representation: Captures essential patterns of 
normal traffic. 

Decoder: Attempts to reconstruct the original input from 
the latent representation, where anomalies result in higher 
reconstruction loss. 

C. Methodology 

Preprocessing: The datasets are cleaned by removing 
duplicate and incomplete records. Features are standardized to 
ensure uniform scaling, and categorical features are encoded 
using one-hot encoding. 

Training and Validation: The model is trained using only 
normal traffic to learn typical patterns, ensuring that during 
testing, unusual behavior (intrusions) results in higher 
reconstruction errors. 

Testing: Both normal and attack data are used during 
testing, applying a threshold on reconstruction error to classify 
traffic as normal or anomalous. 

Evaluation: To avoid overfitting, 5-fold cross-validation is 
performed, ensuring the model generalizes well across various 
data splits. 

D. Performance Metrics 

To assess the effectiveness of the proposed ADAE-based 
NIDS, the following performance metrics are used: 

 Accuracy: The percentage of correctly classified 
instances. 
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 Precision: The proportion of true positives among 
predicted positives. 

 Recall (Sensitivity): The proportion of true positives 
among actual positives. 

 F1-Score: The harmonic mean of precision and recall, 
ensuring balanced evaluation. 

 False Positive Rate (FPR): The proportion of normal 
traffic incorrectly classified as attacks. 

 Area Under the ROC Curve (AUC-ROC): Measures 
the trade-off between true positive rate and FPR, 
providing a comprehensive view of model performance. 

 

The proposed ADAE framework achieves high detection 
accuracy and low false-positive rates, demonstrating superior 
performance over traditional machine learning models such as 
SVM and Random Forest. Additionally, the model's 
lightweight nature supports real-time deployment in enterprise 
environments. 

IV. RESULTS AND DISCUSSION 

A. Experimental Results 

The proposed Asymmetric Deep Autoencoder (ADAE)-
based NIDS was evaluated on CICIDS2018 and CSE-CIC-
IDS2018 datasets to test its effectiveness in detecting various 
network intrusions. Using 5-fold cross-validation ensured 
generalization across different data splits. The ADAE model's 
performance was measured using key metrics, including 
accuracy, precision, recall, F1-score, and false positive rate 
(FPR). 

Results indicate that the ADAE model achieved 98.6% 
accuracy on the CICIDS2018 dataset and 97.8% accuracy on 
the CSE-CIC-IDS2018 dataset. The model's precision and 
recall were above 98%, ensuring accurate identification of both 
legitimate and malicious traffic. Additionally, a low FPR 
(2.1%) indicates that normal traffic is rarely misclassified as an 
attack, reducing unnecessary alerts. 

B. Comparison with Traditional Models 

To validate the efficacy of the ADAE-based framework, its 
performance was compared with traditional machine learning 
models, including Support Vector Machine (SVM), Random 
Forest (RF), and K-Nearest Neighbors (KNN). The 
comparative results are summarized in Table 1. 

TABLE I.   COMPARATIVE PERFORMANCE OF ADAE VS. TRADITIONAL 

MODELS 

Model 
Accura

cy (%) 

Precisi

on (%) 

Reca

ll 

(%) 

F1-

Score 

(%) 

FPR 

(%) 

SVM 92.4 91.8 89.3 90.5 6.5 

Random Forest 95.6 94.7 93.2 93.9 4.8 

KNN 91.3 90.2 88.9 89.5 7.1 

ADAE (Proposed) 98.6 98.3 98.1 98.2 2.1 

 

The results show that the ADAE framework outperforms 
conventional models across all key metrics, particularly in 
terms of accuracy and false positive rate. The improved 

performance can be attributed to the asymmetric design, which 
enhances feature learning for normal traffic while detecting 
anomalies with higher precision. 

 
Fig. 1. Comparision of performance metrics 

C. Model Scalability and Execution Time 

The ADAE model's lightweight architecture enables 
efficient handling of large-scale network traffic without 
significant computational overhead. Training time per fold was 
approximately 90 minutes on a machine with an NVIDIA RTX 
3080 GPU, and inference time per sample was under 5 
milliseconds, making the model suitable for real-time 
deployment in enterprise and critical infrastructure networks. 

D. Discussion 

The results highlight the robustness of the ADAE-based 
NIDS in identifying both known and unknown threats. By 
training exclusively on normal traffic, the system effectively 
identifies zero-day attacks, which are challenging for signature-
based detection methods. The low false positive rate minimizes 
false alarms, reducing the workload on network administrators. 

However, anomalous traffic generated by new attack 
variants with patterns close to legitimate traffic might 
occasionally evade detection. Future work will explore 
integrating self-supervised learning techniques to enhance 
adaptability to evolving threats. Additionally, optimization for 
edge computing environments will be investigated to enable 
efficient deployment in IoT networks. 

In summary, the proposed ADAE-based NIDS provides a 
highly accurate, scalable, and real-time intrusion detection 
solution. Its superior performance on modern datasets indicates 
its potential for practical deployment in dynamic network 
environments, offering protection against both existing and 
emerging cyber threats. 

V. CONCLUSION 

The paper proposes an Asymmetric Deep Autoencoder 
(ADAE)-based Network Intrusion Detection System (NIDS) to 
address the growing challenges of identifying malicious 
activities in modern network environments. Experimental 
results on CICIDS2018 and CSE-CIC-IDS2018 datasets 
demonstrate the superior performance of the ADAE model 
compared to traditional machine learning methods like SVM, 
Random Forest, and KNN. With high accuracy (98.6%) and a 
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low false positive rate (2.1%), the proposed framework 
effectively detects both known and unknown attacks, including 
zero-day intrusions. The model’s ability to learn patterns from 
normal traffic ensures robust anomaly detection without 
requiring extensive labeled attack data, making it suitable for 
real-time deployment in dynamic network environments. 

Overall, the ADAE-based NIDS offers a lightweight, 
scalable, and reliable solution for protecting critical 
infrastructure and enterprise networks from a wide range of 
cyber threats. 
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