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Abstract - Feature selection process is mainly used in data 

preprocessing. This process reduce the high dimension data 

to low dimension data. Feature selection working as a feature 

weighting methods, we have to specify the number of 
selected features. it is often unknown what the optimal 

number of selected features is. This review analysis based on 

optimizes and normal method of features selection on 

structured, generic and heterogeneous data stream. 

 

I. INTRODUCTION 

Feature selection is an approach of selecting subset from 

original features. Feature subset is measured by the means of 

evaluation criteria. Numbers of features are also increased 

when the dimensionality is increased. Feature selection 

process is mainly used in data mining for classification, 
clustering, association and regression. This process removes 

the irrelevant data and noise from the data set. Feature 

selection improves the quality of data and enhanced the 

processing speed of the algorithm. 

 

Fig.1: Features Selection Process 

Steps that are followed in feature selection are: 

1. Generation of Subset 

2. Evaluation of Subset 

3. Stopping Criterion 

4.  Validation of Results 

There are techniques used for the reduction of attributes: 

1) Filter approach: Filter approaches are not dependent of a 
learning technique and they are debated to be 

computationally inexpensive and more public than 

wrappers. It is used as a proxy measure rather than error 

rate to score features. They are less computational as 

compare to wrapper approach.[1] 

 Information Gain 

 Chi-Square 

 

 
Fig.2: Filter Approach 

 

2) Wrapper approach: It contains a learning technique as 

part of the evaluation function. Thus, wrappers can 

usually obtain best results from filter approaches. It is a 

predictive model to score subsets. Every individual subset 

is used to train a model which is then tested on a hold-
out-test. They are very computational intensive but 

usually provide the best performing features set for 

particular type of model. [1] 

 

 
Fig.3: Wrapper Approach 

 Forward selection 

 Backward Elimination 

 

3) Embedded approach: It is the combination of above two 

discussed method. A learning algorithm can take benefits 

of its own variable selection process and performs feature 

selection and classification simultaneously.  

 

II. RELATED STUDY 

A. Artificial bee colony algorithm: Artificial bee colony 

algorithm is used for feature selection and it is integrated with 

genetic operators and sorting procedure. In this ABC 

algorithm is used in two ways that are ABC with continuous 
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and ABC with binary representation. The performance of the 

proposed system is compared with stepwise backward 

selection approach [1]. 

B. Particle Swarm Optimization: Particle swarm based 

feature selection approach is proposed by the author in this 

article. In this method, search is improved by using extra 

learning approach with subset cardinality. Learning on 

cardinality helps in position updates of swarms. Performance 

evaluation of the proposed method is done with the help of 

naïve Bayes and K-nearest neighbor algorithms [2].The author 

proposed cost-based feature selection approach by using 

Multi-objective Particle Swarm Optimization. It generates the 

Pareto front of the non-dominated solutions that feature 

subset. Probability-based encoding is used to enhance the 
search capability. This method solves the cost based feature 

selection problem [3]. In this paper the author proposed to 

improve PSO and hybrid wrapper filter for feature selection. 

This approach reduces the computation complexity by 

providing effective features. This work is completed into two 

phase in the first phase two filters are applied to select features 

according to their ability and in the second phase reduce the 

irrelevant features according to their working. Particle swarm 

optimization is done in the first phase to get optimized results 

in the form of features. Performance evaluation is done on 

spatial domain and transforms domain [4]. The author 
proposed t-test feature selection approach for text 

categorization. In this paper the author mainly solve the issue 

of feature selection by constructing feature selection function 

based on term frequency. Diversity of the function is 

measured by using T-test. The results show the effectiveness 

then other approaches and performs better with KNN and 

SVM classifiers [5].     

C. Genetic Algorithm: Genetic programming approach is 
proposed by the author in this paper for feature selection. This 

technique performs well on balanced and unbalanced data. It 

combines the feature sets which are selected by the distinct 

feature selection process. The proposed method is evaluated 

on the biological and textual datasets. It also increases the 

efficiency of learning process and enhances the effectiveness 

of the system [6]. In this paper the author proposed genetic 

algorithm feature selection approach to diagnosing the breast 

cancer. In this work, two different data sets are used for 

experimentation. The proposed work done in two stages. In 

the first stage, it eliminates the irrelevant features and genetic 
algorithm is used for extraction of useful information. This 

process reduces the computation complexity and enhances the 

speed of data mining. In second stage multiple classifiers are 

used to construct the effective model. Rotation forest method 

with G.A gives high accuracy in results [7]. Proposed the 

genetic algorithm for feature selection rainfall forecasting in 

sugarcane areas. In this paper, the author proposed genetic 

algorithm feature selection approach to diagnosing the breast 

cancer. In this work, two different data sets are used for 

experimentation. The proposed work done in two stages. In 

the first stage, it eliminates the irrelevant features and genetic 

algorithm is used for extraction of useful information. This 

process reduces the computation complexity and enhances the 
speed of data mining [8]. The main objective of this paper is 

to identify the best algorithm in terms of more speed and 

accuracy in finding the solution, where speed is measured in 

terms of function evaluations. Achieving the goals basically 

depend on two key issues, less number of function evaluations 

(higher speed), or accuracy in approaching the answer. The 

author also described GA suffered from disadvantages such as 

high processing time and getting stuck in local minima 

and particle swarm optimization (PSO) algorithm easily to fall 

into local optimum in high-dimensional space and has a low 

convergence rate in the iterative process [9] 

D. Deep Learning Approach: deep feature extraction and 

selection method which combines the weighted feature and 

stack feature selection together. The stack auto encoding 

method is helpful in the representation of information from 

the inputs. These features are combined with modified 

weighted features selection which is inspired by shallow 

structured machine learner. Set of features is used to reduce 

the bias of proposed learner model and also computational 
complexity [10]. Deep learning approach is used for feature 

selection and humanoid push recovery and classification. Four 

different types of pushes are used in this experiment. In this 

first classifier is based on the feed-forward back propagation 

neural network. And the second classifier is based on the deep 

neural network. The result validation is done on five-fold 

validation approach [11]. 

E. Wolf Search Algorithm: Author described that Heuristic 
optimization methods have an edge over their classical 

counterparts because they give globally optimum solution by 

using heuristics to efficiently search a large space. A special 

kind of heuristic optimization known as nature-inspired 

optimization or meta-heuristics is gaining popularity due to its 

advantages, which are applicable in computational 

intelligence, data mining, and their applications. Also 

described preying behavior of wolves and has displayed 

unique advantages in efficiency because each searching agent 

simultaneously performs autonomous solution searching and 

merging. The WSA’s potential contributions to finding 
optimal solutions in applications include traveling salesman 

problems, quadratic assignment problems, and job scheduling 

problems [12]. Author proposed a new bio-inspired swarm 

intelligence algorithm named as Wolf search optimization for 

attribute reduced in classification. As we all know, Redundant 

and irrelevant attributes might minimize the classification 

accuracy because of the huge search space. Attribute reduction 
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techniques can be in general divided into two categories filter 

approaches and wrapper approaches. Wrapper approaches 

contain a learning technique as part of the evaluation function. 

Thus, wrappers can usually obtain best results from filter 

approaches. Forward selection in feature selection starts with 

an empty feature set (no features) and searches for a feature 
subset(s) with one feature by selecting the feature that 

achieves the highest classification performance. Backward 

selection starts with all the available features, then-candidate 

features are sequentially removed from the feature subset until 

the further removal of any feature does not increase the 

classification performance [13]. 

 
Sr. 

No 

Algorithm Observation 

1 Artificial bee 

colony algorithm 
 Forward selection and backward selection 

model are used. 

2 Particle Swarm 

Optimization 
 KNN and SVM is used for classification of 

feature and PSO provides effective 

optimization. 

3 Genetic 

Algorithm 

 Increases the efficiency of learning process 

and enhances the effectiveness of the system. 

 reduces the computation complexity 

4 Deep Learning 

Approach 
 Reduce the bias of proposed learner model. 

 Classifier is based on the feed-forward back 

propagation neural network. 

 Five-fold validation approach is used 

5 Wolf Search 

Algorithm 
 Performance depends heavily on the manually 

chosen parameter values. 

 Wolf search gives better result as compare 

other optimization algorithm.  

 WSA is tested against classical algorithms 

such as GA and PSO  

  It outperformed them in most of the testing 

cases. 

 

 

III. CONCLUSION 

Effectively preprocessing of data by reduction of 
dimensionality is called as feature selection.  It is used for 

Machine learning application mean while used in statistics, 

patterns recognition and data mining. Feature selection 

method is used to reduce the dependency among the features.  

It reduces the dependency effect on reduction of parameters 

therefore it reduces the computation to finding the parameters. 

In this review, a brief description on the role of optimization 

approaches in features selection. 
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