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Introduction

Eye tracking has been frequently used in the surgical 
environment, either for investigating the scanning pattern 
of surgeons in detecting nodules in the lung and the 
breast1-3 or for revealing eye-hand coordination differ-
ences between novice and expert surgeons in performing 
laparoscopic and endoscopic procedures.4-7The use of 
eye tracking for assessing surgeon’s skills has been fur-
ther studied, and it offers an objective measurement of 
surgical expertise.89 Scientists in the field have intro-
duced gaze training for improving laparoscopic technical 
skills in novices.10-12Our research group also uses eye 
tracking to investigate the vigilance of surgeons in the 
operating room.13,14 Eye-tracking data reported in the 
above studies is 2-dimensional (2D), meaning only eye 
motions over the horizontal (x) and vertical (y) axes were 
measured. 2D analysis on eye-tracking data did not lead 
to any problem to date because most laparoscopic and 
endoscopic images are 2D. However, the eye movements 
along the longitudinal (z) axis are seldom mentioned.

The need for examining 3D eye motion patterns in sur-
geons increases with the introduction of 3D-imaging 
technology into the operating room. It has been claimed 
that 3D imaging can improve depth perception in robotic 
surgery. The effect of 3D vision on efficacy and accuracy 
in performing complex tasks on robotic systems among 
novices and experienced surgeons has been shown to be 
promising.15,16 It was also suggested that the newly devel-
oped 3D-imaging technologies facilitated the skills 
development of novices in learning complex laparoscopic 
surgeries.17,18 As more and more stereoscopes and stereo-
images are introduced into the operating room, we believe 
that it is important to develop technology for tracking the 
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Abstract
Introduction: Eye tracking has been widely used in studying the eye behavior of surgeons in the past decade. 
Most eye-tracking data are reported in a 2-dimensional (2D) fashion, and data for describing surgeons’ behaviors 
on stereoperception are often missed. With the introduction of stereoscopes in laparoscopic procedures, there 
is an increasing need for studying the depth perception of surgeons under 3D image-guided surgery. Methods: 
We developed a new algorithm for the computation of convergence points in stereovision by measuring surgeons’ 
interpupillary distance, the distance to the view target, and the difference between gaze locations of the 2 eyes. To 
test the feasibility of our new algorithm, we recruited 10 individuals to watch stereograms using binocular disparity 
and asked them to develop stereoperception using a cross-eyed viewing technique. Participants’ eye motions were 
recorded by the Tobii eye tracker while they performed the trials. Convergence points between normal and stereo-
viewing conditions were computed using the developed algorithm. Results: All 10 participants were able to develop 
stereovision after a short period of training. During stereovision, participants’ eye convergence points were 14 ± 1 cm 
in front of their eyes, which was significantly closer than the convergence points under the normal viewing condition 
(77 ± 20 cm). Conclusion: By applying our method of calculating convergence points using eye tracking, we were able 
to elicit the eye movement patterns of human operators between the normal and stereovision conditions. Knowledge 
from this study can be applied to the design of surgical visual systems, with the goal of improving surgical performance 
and patient safety.
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surgeon’s eye motions in a 3D fashion. We also believe 
that 3D eye tracking can be further extended to other 
video-mediated health care procedures and image inter-
pretation, such as those in invasive and noninvasive 
radiology.19,20

Depth perception can be defined as our ability to see 
and place objects at different distances from us. To per-
ceive depth, stereoscopic vision, which is based on bin-
ocular disparity, is needed.21 It is described by the 
positional difference between the 2 retinal projections to 
a fixated point in space. This positional difference of both 
images on the retina comes from the horizontal separa-
tion of our eyes, where each eye sees the world from a 
slightly different angle. The central visual cortex pro-
cesses the different but correlated images from both eyes 
and computes the difference as the depth of view of the 
world observed. When the eyes are actively taking infor-
mation from the world, the eyeballs rotate inwards (con-
verge) and outwards (diverge) to allow the 2 optical axes 
to meet in front of the observer at different depth planes. 
The point where 2 optical axes meet is called the conver-
gence point. The convergence point in the natural view-
ing condition constantly changes as the human operator 
needs to collect information on a target for estimating its 
relative distance, movement direction, speed, and so on. 
Knowing the location of the convergence point and its 
pattern of change provides us with a chance to investigate 
how surgeons reconstruct stereovision on the surgical site 
under 3D visual condition. In laparoscopic surgery, as 
well as in other types of video-mediated surgical proce-
dures, the ability to reconstruct (build) a 3D model of the 
surgical site can be an important human factor in surgical 
performance and patient safety.

It is interesting that many studies have adopted 2D ste-
reoscopic displays (stereograms) to simulate depth and 
study human stereovision.22-24 Although the magnitude of 
binocular disparity in stereograms can vary greatly com-
pared with real-world stereoperception, the underlying 
mechanism for creating stereoperception to a human 
operator is fundamentally the same. In viewing stereo-
grams using the cross-eyed technique, the lines-of-sight 
of the observer’s eyes cross in front of the image. When 
cross-viewed, the muscles around the eyes that control 
the eye lenses contract, and the image comes into focus 
on the fovea on the retina. The process of changing the 
focal length of the 2 eye lenses and placing the focus 
images onto the retinas is known as accommodation. 
Accommodation is a strong depth cue because both the 
muscular action and the lack of focus on different depth 
planes provide information on depth. In addition, in order 
to see close objects and fuse the images on both retinas, 
the observer has to converge the optical axis of both eyes 
on the object. As the observer is presented with a stereo-
gram consisting of 2 side-by-side identical pictures (taken 

from slightly different angles), the picture on the left is to 
be viewed by the right eye and the picture on the right by 
the left eye. Creating stereoperception this way requires 
time for practice, which can vary between individuals.

In 1985, Cormack and Fox in New Mexico made an 
attempt to calculate the convergent point (also known as 
distance to stereoscopic form) in stereograms.25 The 
reported distance to stereogram is an indirect way of 
computing the convergence point, which might lead to 
some misunderstanding. In this study, we developed a 
novel approach for computing the convergent point of 
human operators using the Tobii eye tracker. Our partici-
pants were asked to view a stereogram that consists of 2 
pictures side by side by using the cross-eyed viewing 
technique. Once participants created stereovision, we 
were able to apply the new algorithm to compute the con-
vergent point directly based on the Tobii eye-tracker data 
output.

Method

Participant and Experimental Environment

A controlled laboratory study was conducted in the 
Surgical Simulation Research Lab at the University of 
Alberta. A total of 12 university students with normal or 
corrected to normal vision participated in the study. Data 
from 2 of our participants were deleted because of the 
low quality of eye-tracking data (valid eye tracking below 
50% of total task time). Thus, the data from 10 valid par-
ticipants (6 men and 4 women; age = 23-48 years; mean 
= 32 years) were included for further analysis. Ethics 
approval was obtained from the Health Research Ethics 
Board of the University of Alberta before the recruitment 
of human participants. Written consent was obtained 
from each participant prior to entering the study.

The experimental setup included 3 main components: 
(1) a PC monitor with a visual stimulus consisting of 2 
MRI images of the human skull base placed side by side 
with binocular disparity; (2) a Tobii X2 60-Hz eye tracker 
placed under the monitor to unobtrusively record the par-
ticipant’s eye motions; and (3) a chin rest mounted at 60 
cm from the plane of the screen.

Task

Two MRI images were displayed on a 24-inch high-def-
inition PC monitor (LG-24MA31D, LG Electronics, 
Seoul, South Korea). Sitting comfortably in front of the 
display, participants in the study were required to watch 
these 2 MRI images and create stereovision using the 
cross-eyed technique. The chin rest prevented any unnec-
essary head movements, which allowed us to record 
clean eye data. Once the participants were able to see the 
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stereoimage, they maintained stereovision for 1 minute 
before fading back to normal vision for another minute. 
The trial was repeated 3 times for each participant.

Eye Tracker

A high-resolution remote eye tracker, Tobii X2 (Tobii 
Technology, Danderyd, Sweden) was used to capture par-
ticipants’ eye movements while performing picture 
observation. The Tobii X2 records eye motions on a mon-
itor at 60 Hz and is accurate to within 0.5° of the visual 
field. With the X2’s remote tracking ability, the perform-
er’s eye motions can be monitored unobtrusively while 
sitting at a comfortable viewing distance. Participants do 
not need to wear special goggles. Combined with Tobii’s 
Studio eye-tracking analysis software suite, high-defini-
tion 3D eye motion data can be obtained for further 
analysis.

Variables and Algorithm

To compute convergence points, we took Tobii gaze data 
for the horizontal position from each eye (X1 and X2). 
When measuring gaze horizontal location over the 
screen, we set an arbitrary coordinate system, where 0 
was at the left edge of the screen, and the maximum 
value of the horizontal location was at the right edge. For 
any time frame, Tobii eye-tracking output can report X

1
 

and X
2
, and the distance between 2 gaze locations (M) 

was computed as M= X
2
−X

1
, where the left eye horizon-

tal position is subtracted from the right eye’s x-axis posi-
tion. Besides gaze location on the horizontal plane, we 
also measured observer’s physical distance to the screen 
(D) and the interpupillary distance (E). With these 3 vari-
ables in hand, we can calculate the convergence point 
(F). Specifically, as displayed in Figure 1, geometrically, 
D/Y = F/(E/2), where Y = M− [(M– E)/2] = (M+ E)/2. 
Therefore, F = (E×D)/(E + M).

Convergence point measurements were compared 
between normal and the stereovision conditions using 
the SPSS (SPSS Inc, Chicago, IL) within-subject 
ANOVA model, and P< .05 was considered statistically 
significant.

Results

All 10 participants were able to see the stereoimage in the 
stereogram after a short training period on the cross-eye 
viewing technique. By taking their left and right eye gaze 
points along the x-axis and applying them to the algo-
rithm, we were able to compute the convergence points 
and gaze trajectories for all participants. The convergence 
point between the 2 eyes was significantly closer to the 
participants (14 ± 1 cm) during stereovision than during 

normal vision (77 ± 20 cm; P< .001; ηp
2 = 0.96). Figure 2 

displays the outcome for participant 9 over 3 cycles of 
task performance.

In addition to the above, we found that convergence 
points were distributed widely while the participants 
watched the 2 pictures on the screen under normal visual 
conditions, whereas convergence points were more cen-
tralized (or less widely distributed) when stereovision 
was applied (see Figure 3). Real-time data are presented 
in Figure 3.

Discussion

With the Tobii eye tracker, we successfully computed 
convergence points and gaze trajectories in the surgical 
training environment. To compute the eye convergence 
point, a number of key variables are needed. These are 
the interpupillary distance, the distance to the stereogram 
plane (PC monitor), and the distance between gaze loca-
tions along the x-axis over the target. The first 2 variables 
can be easily obtained before the operation, and the last 
variable can be acquired from Tobii eye-tracker outputs at 
the end of the operation. By applying our algorithm using 
these variables, we were able to quickly calculate the 
convergence points for surgeons and examine their eye 
motion behaviors in obtaining depth information in surgi-
cal images.

The difference in convergence point distribution rep-
resents the specific gaze trajectories in the 2 visual modes 
(stereovision and normal vision). In detail, the eyes per-
form an initial transient divergent (outward) movement 

Figure 1.  A geometrical representation for calculating the 
convergence point while a participant is viewing stereograms 
using the cross-eyed technique.
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Figure 2.  Convergence points of participant 9 are presented over 3 cycles between N (normal) and S (stereo) vision conditions. 
Note that the pictures with binocular disparity were displayed on the screen (top red line) placed at 60 cm from the observer 
(bottom red line).

Figure 3.  Moving average horizontal trajectory of the gaze at the transition period between normal (first half of the data) to 
stereovision (second half of the data).

 at UNIVERSITY OF ALBERTA LIBRARY on March 6, 2015sri.sagepub.comDownloaded from 

http://sri.sagepub.com/


Bogdanova et al	 5

followed by the convergent (inward) movement to the 
nearby region of the chosen fixation point. This outward 
loop-like trajectory is registered and presented by eye 
trackers as a variation of convergence point locations at 
each plane of the 2 visual modes. Collewijn and 
Steinman26 found that when gaze shifts between iso-ver-
gent targets in a single depth plane, the gaze trajectory is 
mainly affected by the eye movement amplitude.26 This 
phenomenon was recorded in the current study in a simi-
lar way. A schematic presentation of this behavior is 
given in Figure 4.

It is apparent that the depth of the gaze loop increases 
with increase in the amplitude of the horizontal gaze shift. 
The gaze outward loop is also affected by the convergence 
angle at which the eye axes meet (which presents the shift 
of eye gaze between different depth planes). As the conver-
gence angle decreases with increasing distance to visual 
targets, a wider variation of convergence points is regis-
tered when participants look at the screen level (where the 
stereogram is placed). In contrast, when the eye gaze shifts 
to a closer fixation distance to perceive the stereoform, the 
variation in convergence points (also known as the depth 
of the outward loop) decreases significantly.

With the increasing use of eye tracking in surgery for 
the purposes of 3D eye movement analysis, one should be 
familiar with the specifics of the visual mode gaze trajec-
tories. Convergence point calculation should be consid-
ered as an integral part of the complete 3D eye examination 
under 3D visual conditions. The change in convergence 
point between visual modes together with the subjective 
experience of depth when approaching 3D imaging could 

be used to describe the impact of 3D technology on 
human performance. Knowledge learned from this proj-
ect could explain the visual comfort of human operators 
when working under reconstructed stereovision.

Conclusion

In this study, we presented a formula to calculate the con-
vergence point using an eye-tracking system. Knowing 
convergence points and their patterns of change provides 
us with a chance to investigate how surgeons perceive 
stereoperception on the surgical site. While it is true that 
surgical tasks under the guidance of a stereoscope will be 
much more complicated than the simulation setting 
reported in this article, the computing algorithm devel-
oped in this project is an initial step toward our goal of 
studying stereoperception of surgeons in 3D image-
guided procedures. We will further examine this issue 
with a wider range of surgical tasks. The ability to create 
correct depth perception can be an important human fac-
tor in surgical performance and patient safety. In this 
sense, knowledge gained from this project will help us 
understand surgeons’ behaviors and design a better surgi-
cal visual system for image-guided procedures.
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