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ABSTRACT - Data deduplication has become a vital aspect 

of managing repositories of outsourced data to the cloud data 

centers. However, centralized data centers suffer data loss and 

accessibility difficulties if something goes faulty, as 

deduplication retains a unique content copy. Secure data 

deduplication utilizes convergent encryption to perform data 

deduplication in the encrypted domain. However, handling 

convergent keys offers a single point of vulnerability and 

overhead difficulties. Towards this end, we propose a secure 

data deduplication scheme that formally addresses fault 

tolerance, efficient and reliable key management, data 

confidentiality by obfuscation of outsourced information, an 

integrity check at the user's end before downloading via 

computation of authentication codes. Data is distributed into 

random-seeming shares based on the Permutation ordered 

binary (POB) number scheme at many servers and is further 

made safe using the notion of proof of ownership (PoW) 

concept. Also, key overhead is decreased utilizing Chinese 

Remainder Theorem (CRT) based secret sharing. The 

experimental findings have proved the efficacy of the 

suggested technique, and security analysis supports its 

applicability concerning various threats in real-time scenarios.  
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I. INTRODUCTION 

Cloud computing is a type of Internet-based hardware and 

software solution made available via a third-party service 

provider. It was named after the cloud-shaped symbol 

commonly used to represent the system's intricate framework 

in system diagrams. With cloud computing, an individual's 

data, software, and computational abilities are entrusted to 

remote services. High-end software and server networks are 

standard features of these services. 

 A significant goal of cloud computing is to give military-

grade computing power to the private sector to conduct tens of 

trillions of computations per second, allowing individuals to 

run complex financial portfolios, get personalized 

information, or save data.  

 The NIST's definitions of cloud computing are 

paraphrased as follows:  

 Just-in-time self-service: A user can select computing 

resources to be made available on an as-needed basis without 

consulting each service's supplier.  

 Good network connectivity: Capabilities are accessible 

through the network, and they are used by a variety of 

different client types, including thin and thick clients (e.g., 

mobile phones, laptops, and PDAs).  

 This means that physical and virtual resources are 

dynamically assigned and reassigned according to the needs of 

individual customers, all within a multi-tenant architecture. 

Though the consumer has no information or control over the 

location of the resources, they may still identify the location in 

broad categories (e.g., country, state, or datacenter). Storage, 

processing, memory, network bandwidth, and virtual 

machines are all examples of resources.  

 Capabilities can be fast and flexibly provided in some 

circumstances, automating deployment and rollout. For the 

customer, it looks like there's no limit to the capabilities 

available to provision. They can be bought in any quantity, at 

any time.  

 The service's measured utility: Cloud systems offer an 

auto-control and optimization system for the resources, using 

a metering capability at some level of abstraction suited to the 

service's kind (e.g., storage, processing, bandwidth, and active 

user accounts). Manage, control, and report resource 

utilization to ensure transparency for both the provider and the 

service consumer. 

 
Figure 1. Structure of cloud computing 
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II. RELATED WORK 

Cloud-based architecture is becoming widely 

embraced, but one of the most pressing concerns is keeping 

content private. While some research has addressed this goal 

with classic encryption methods, such as [15], there have been 

many difficulties. Although the security was assured, the size 

of the encrypted content increased because each user used 

their key to encrypt it. Because of this, the desire for better 

storage options was prominent.  

Additionally, holding on to the encryption keys for 

users proved to be burdensome as the amount of data grew. If 

any transmission errors caused the keys to getting corrupted, 

the encrypted content could not be retrieved. In addition, the 

keys provided a single point of vulnerability, and hence they 

may constitute a security risk to the system if they were 

compromised.  

A threshold-based secret sharing mechanism has 

been utilized to incorporate fault tolerance in this regard (16). 

To combat the rising expense of storage and manage the 

growing quantity of encrypted content, convergent 

encryption's use of deduplication has become a solution, as 

shown in Fig. 1. A content-derived key in these systems 

encrypts the content. So, the plaintexts being identical would 

result in the same ciphertext [10]. This can be used to encrypt 

and deduplicate the content while still keeping it private. 

Bellare et al. [5] have codified the concept. Several 

contemporary encryption techniques have been developed to 

address the storage issues that plague cloud service providers, 

but critical management remains a difficulty [3].  

The PoW (Proof of Work) method has been 

suggested to keep communication costs in deduplication 

methods under control. In place of uploading files repeatedly, 

the client must verify their identity to the server. The Merkle 

Hash Tree-based Proof of Work method activated the bounded 

leakage option [14].  

A different PoW-based approach involved random 

sampling of bit locations [9]. Even though a large number of 

Proof of Work (PoW) systems have been presented, few can 

handle encrypted files [20].  

 

III. PROPOSED ARCHITECTURE 

For apps to be wise, they need a speedy response and 

processing vast amounts of data, just like the Internet of 

Things (IoT). To achieve both of these at once, multi-level 

data processing is needed, as shown in Figure 2. The time-

sensitive data gathering and filtering procedures in the first 

order are a potential resource from Rim computing. After all, 

the most effective resource may be crucial to more complex 

operations.  

This method of protection is through making 

something hard to understand. We protect information on the 

cloud by screening which has access and identifying abnormal 

access patterns. If we find that someone is accessing our 

database without permission, we email them a list of targets to 

distract them. This prevents consumers' knowledge from being 

misused.  

 

This is enhanced in the cloud download age. One way to 

obtain information about an unauthorized user's activity is to 

produce distraction data, for example, decoy documents, 

nectar documents, nectar pots, and other falsified material. If 

your intruder is not operating with beneficial, current info, 

serving imitations can make them hop and confuse. This new 

development can work in tandem with customer innovation 

profiling to protect consumer data in the cloud. Anywhere 

inconsistencies in cloud access are spotted, cloud-based data 

about distractions can be delivered and transmitted to look 

entirely familiar and realistic.  

Fog computing (Fog) is a network that employs 

client-end devices to create multiple processing, control, 

configuration, measurement, and management resources from 

storage, communication, and computing resources. Several 

different disciplines have worked on it since its beginning. 

Some consider fog computing an offshoot of edge computing 

or equal to it, although most consider it a supplement to cloud 

computing. As a result, it's not clear what it means or how to 

define it. 

 

IV. RESULTS AND OBSERVATION 

Many cloud-based services show how a user can 

connect to the Internet and store data, files, and media in a 

remote server. To safeguard user data, ensure that the user has 

access to it while limiting others' access. Classification 

protection remains one of the leading security challenges that 

many people dislike.  

Standard access restrictions and encryption were 

suggested to secure data in the cloud, as many proposals were 

put forth. While specific techniques have become flawed due 

to internal breaches, broken services, and faulty 

implementation, the list of reasons older methods have fallen 

short of expectations continues to grow. Flawed design, 

failure to detect inventive attack methods, and a range of other 

problems also contribute to the overall problems of the older 

methods [8]. It is impossible to restore an atmosphere where 

people can have faith in cloud computing due to the 

recurrence of attacks and their eroding knowledge. It's best to 

prepare oneself for situations like this.  

A basic rule of thumb is that if we make the stolen 

information less valuable to the thief, we can cut down on the 

damage done to the stolen data. This is something that can be 

done with a preemptive strike against misinformation. We 

advocate that cloud-based services can be developed more 

stably if we integrate two extra security options.  
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Figure 3. Results proposed system 

 

V. CONCLUSION 

This article offers a novel method to secure personal 

and corporate data in the cloud. We recommend profiling user 

behavior to monitor how people access documents in a cloud 

service to discover if an untrustworthy insider accesses 

documents inappropriately. Documents stored in the cloud 

containing dummy data are also employed as sensors to detect 

illicit access. To flush out any malevolent insiders who are 

likely to compromise sensitive information, we deluge these 

people with fake information. Social networks and the cloud 

could enjoy unparalleled levels of security thanks to these 

types of pre-emptive attacks that rely on misinformation 

technologies.  
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