The Effect of Gesture on Speech Production and Comprehension

James E. Driskell, Florida Maxima Corporation, Winter Park, Florida, and Paul H. Radtke, Naval Air Warfare Center Training Systems Division, Orlando, Florida

Hand gestures are ubiquitous in communication. However, there is considerable debate regarding the fundamental role that gesture plays in communication and, subsequently, regarding the value of gesture for telecommunications. Controversy exists regarding whether gesture has a primarily communicative function (enhancing listener comprehension) or a primarily noncommunicative function (enhancing speech production). Moreover, some have argued that gesture seems to enhance listener comprehension only because of the effect gesture has on speech production. The purpose of this study was to examine the extent to which gesture enhances listener comprehension and the extent to which the effect of gesture on listener comprehension is mediated by the effects of gesture on speech production. Results indicated that gesture enhanced both listener comprehension and speech production. When the effects of gesture on speech production were controlled, the relationship between gesture and listener comprehension was reduced but still remained significant. These results suggest that gesture aids the listener as well as the speaker and that gesture has a direct effect on listener comprehension, independent of the effects gesture has on speech production. Implications for understanding the value of gestural information in telecommunications are discussed. Potential applications of this research include the design of computer-mediated communication systems and displays in which the visibility of gestures may be beneficial.

INTRODUCTION

Cairncross (1997) coined the phrase “the death of distance,” suggesting that distance may no longer be a limiting factor in people’s ability to communicate. In fact, telecommunications systems are becoming ubiquitous in business and the military, allowing expert-novice, instructor-learner, or peer-peer communication to occur among interactants who are spatially separated. Various terms are used to describe this type of communications environment, including video-mediated communication, remote collaboration, and point-to-point teleconferencing; however, the core features include two or more remotely located people who send and receive audio, video, and data via a desktop computer or teleconferencing system. Although telecommunications systems can be used to support almost any type of communications, the emphasis in many applied settings is on technical communications such as training, job aiding and support, and information exchange.

Fussell and Benimoff (1995) viewed teleconferencing as an extension of normal communication and argued that the design of effective telecommunications systems is based on an understanding of the processes that facilitate face-to-face communication. Given the importance of gesture to communication, it is surprising that there is little consensus on the role of gesture in telecommunications. Fussell and Benimoff concluded that “the best video field for a desktop video system is one that communicates information conveyed by facial expressions and most gestures” (p. 244). Hayne, Pendergast,
and Greenberg (1994) and Isaacs and Tang (1997) concurred that telecommunications systems that do not support gesture provide an impoverished communication environment. However, Doherty-Sneddon et al. (1997) reported that visual access to the upper body and gestural information was not critical to users in video-mediated communications.

At least in part, this disagreement regarding the value of gesture in telecommunications stems from the lack of a fundamental understanding of the role that gesture plays in natural communication. To what extent does gesture aid the listener in comprehending speech? To what extent does gesture aid the speaker in formulating speech? Is gesture more valuable for some types of speech content than for others? Whittaker and O’Conaill (1997) concluded that “We need more detailed understanding of the precise functions that visual information plays in communication” (p. 24), noting that prior work in designing telecommunications systems was based on the intuition that visual information would benefit interaction, without an understanding of how these benefits will come about. Before the role of gesture in design questions such as field of view and quality and size of the video image required for teleconferencing can be effectively discussed, the precise role that gestures play in communication needs to be more fully understood. Therefore, the purpose of this study was to examine the role that gesture plays in aiding the speaker and the listener in communication. More specifically, we examine the relationships among gesture, speech production, and listener comprehension.

GESTURES, SPEECH PRODUCTION, AND COMPREHENSION

Hand gestures play an integral role in communication. For example, even in brief conversation, gestures may be observed that are used to point out objects, coordinate speech, and express emotions; that serve as symbols (e.g., a thumbs-up sign); and that elaborate speech. A number of typologies have been offered to capture these various functions of gesture in conversation (Efron, 1941/1972; Ekman & Friesen, 1972; McNeill, 1985). Common to all of these classifications is the category of conversational hand gestures. Conversational hand gestures are hand movements that accompany speech. Although distinctions can be made among different types of conversational gestures, our concern is with that class of gestures that have been termed iconic, illustrative, or lexical (see Krauss, Chen, & Chawla, 1996; McNeill, 1985; Rime & Schiaratura, 1991). When a speaker cups his or her hands together while saying the word “globe,” this represents a conversational gesture. Krauss et al. (1996) described three characteristics of conversational gestures: (a) they accompany speech, (b) they are temporally coordinated with speech, and (c) they express a meaning related to the semantic content of the speech they accompany. In this paper, we will refer to this class of iconic or lexical gestures by the broader term of conversational gestures.

There is considerable debate regarding the primary role of conversational gestures in communication. The traditional view is that gestures enhance communication by complementing speech, conveying information that augments the information provided by the speech channel. This view holds that gesture and speech combine to more fully convey the meaning intended by the speaker (see Beattie & Shovelton, 1999; Langton, O’Malley, & Bruce, 1996). For example, Kendon (1983) claimed that gestures represent aspects of the intended utterance that are not represented in speech. According to this perspective, gestures have a direct communicative function of conveying information to a listener, thus enhancing listener comprehension.

An alternative perspective is that gestures have little direct communicative function but, instead, that gesturing aids the speaker in producing or formulating speech (see Krauss, 1998; Krauss et al., 1996). Rauscher, Krauss, and Chen (1996) concluded that gestures assist speakers in formulating speech by aiding the retrieval of elusive words from lexical memory. Thus, according to this perspective, gestures have a primarily noncommunicative function, enhancing speaker effectiveness. Moreover, these researchers suggested that speech production plays a mediating role in the observed relationship between gesture and comprehension. That is, Krauss et al. argued that those studies finding that gestures enhance communication may have obtained this result because the researchers did
not control for the possibility that speakers who are allowed to gesture produce more effective speech.

Therefore, one primary objective of this study was to examine the relationships among gesture, speech production, and listener comprehension. In doing so, we address two questions: First, do gestures enhance listener comprehension? Second, if gesture enhances comprehension, how does it do so? Does gesture have a direct effect on listener comprehension, or does gesture enhance listener comprehension only because it aids the speaker in producing more effective speech? Thus our first objective in this study was to examine the extent to which gesture enhances listener comprehension and the extent to which this relationship is mediated by the effect of gesture on speech production.

**Gesture and Speech Content**

Some studies have shown that when speakers use gestures, they gesture more on certain types of words or phrases. For example, Rauscher et al. (1996) found that gesturing was nearly five times more frequent on “spatial content phrases” (phrases containing spatial prepositions such as “under” and “on”) than on nonspatial phrases. Moreover, they found that not being able to gesture was more damaging when the speaker attempted to convey spatial content. Therefore, a second objective of this study was to examine whether gesture (or not being able to gesture) is more important for some types of speech than for others.

There are a number of ways to describe spatial properties of objects, including their size, shape, orientation, position, and movement in space. Krauss (1998) reported a high rate of gesturing activity on spatial prepositions such as “under” and “adjacent” but also on terms such as “spin” or “cube.” We distinguished among four different types of terms or referents: (a) spatial location terms, which describe the orientation or topography of an object in space, such as “under” and “on”; (b) spatial property terms, which describe the shape or form of an object, such as “square” and “short”; (c) manipulation/movement terms, which describe the motion or manipulation of an object, such as “open” and “hold”; and (d) nonspatial terms, which describe nondynamic characteristics of an object, such as “color” and “warm.”

To the extent that gesturing aids in conveying information to the listener by supplementing speech, we would expect gestural movements to be relatively more helpful in describing the orientation, shape, or movement of an object than in describing nonspatial terms. Alternatively, to the extent that gestures aid in the process of speech production by providing an additional means of retrieving spatial/dynamic content from lexical memory (Krauss et al., 1996), we would expect gesturing to be relatively more useful in the access of spatial content, compared with nonspatial content. Thus a second objective of this study was to examine whether the value of gesture varied as a function of the type of speech content.

**EMPIRICAL STUDY**

The key characteristics of technical communication, as compared with more informal or social communication, are that it is problem oriented, undertaken for a specific purpose, with a key objective of conveying information. We designed an experiment as a basic analog of technical communications – to represent a setting in which the speaker knows something and is trying to convey it to the listener. The procedure called for the speaker to be presented with a target word, such as “cube,” and attempt to convey this target word to the listener in as few clues as possible without using that exact word. In one condition of the study speakers were allowed to gesture, and in the other condition they were not. We obtained a measure of speaker effectiveness or speech production (the effectiveness of the clues given by the speaker) and a measure of listener comprehension (the number of attempts required by the listener to obtain the correct solution).

**METHOD**

**Participants**

Participants in this study were 80 U.S. Naval Reserve military personnel (both men and women) who volunteered to take part in a study of training effectiveness. The study was a 2 (speech condition: gesture vs. no gesture) × 4 (type of...
content) design. Participants were randomly assigned to the experimental conditions and to the speaker and listener roles.

**Procedure**

Two persons took part in the study at a time, one playing the role of the speaker and the other playing the role of the listener. The participants were seated across from each other, and a low table between them held a series of 20 flip cards facing the speaker, each containing a target word. The speaker’s task was to attempt to convey the target word to the listener (with the restriction that he or she could not speak the actual word) in as few attempts as possible. The listener’s task was to guess the exact word that the speaker was attempting to communicate in as few attempts as possible. They were instructed to speak in turn: The speaker was to give a one-word clue, and then the listener gave a one-word response. If that answer was incorrect, the speaker would provide another clue, followed by another listener response, until the correct answer was obtained.

**Experimental Manipulations**

*Speech condition: Gesture versus no gesture.* There were two speech conditions. In the gesture condition, the speakers were told to gesture freely in communicating the clues. In the no-gesture condition, the speakers were instructed that gesturing was not allowed on this task and that their hands must be placed in their lap. The experimenter monitored the procedure to ensure that these instructions were followed.

*Speech content.* To examine type of speech content, we distinguished among four types of terms or referents, as described previously.

The first task in developing a stimulus list was to generate a list of candidate words within each category. Second, in order to develop a relatively homogenous set of stimulus terms, we identified those words that were similar in terms of word frequency. Using the word frequency norms provided in Kucera and Francis (1967), we selected only those terms that were relatively common, with a usage rating of at least 50 occurrences per million.

Third, we wanted to ensure that the words in our stimulus set did not differ in terms of the strength of the primary associate. Word association norms provide a measure of the strength of associative response to a stimulus word. For example, given the target word “table,” the most popular response, or primary associate, is “chair,” given by 83.25% of respondents (Jenkins, 1970). However, the primary associate of the word “trouble” is “bad,” yet this response was given by only 8.83% of respondents. Therefore, our goal was to choose a set of stimulus words that were similar in their strength of primary associate. Using the word association norms published in Keppel and Strand (1970) and Palermo and Jenkins (1964), from the list of relatively common terms obtained previously, we selected only those terms with a strength of primary response of 27% to 47%. This range was selected based on the overall mean associative response of 37.5% reported by Jenkins (1970). Based on this rigorous procedure, we obtained the stimulus set ($N = 20$) of terms shown in Table 1.

**Measures**

*Comprehension.* Our measure of communication effectiveness, or listener comprehension, was the number of responses required to obtain the correct solution for each word. Therefore, for each target word, we recorded the number of responses given by the listener before the correct response was elicited.

*Speech production.* Speaker effectiveness has been assessed in previous studies by measures

<table>
<thead>
<tr>
<th>TABLE 1: Speech Content Categories and Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of Speech Content</strong></td>
</tr>
<tr>
<td>Spatial location</td>
</tr>
<tr>
<td>Spatial property</td>
</tr>
<tr>
<td>Manipulation/movement</td>
</tr>
<tr>
<td>Nonspatial</td>
</tr>
</tbody>
</table>
such as speech rate or the extent of verbal dysfluencies (Krauss, 1998; Rauscher et al., 1996). However, the design of the current study allowed us to use a more direct measure of speaker effectiveness by the use of word association norms. Consider that the speaker is given the target word “crowd.” According to the norms in Keppel and Strand (1970), the primary response or primary associate for the word “crowd” is “people,” given by 55.7% of respondents. The next most popular response is “mob,” given by 12.1% of respondents. Further down the response hierarchy is the response “mass,” given by 1.6% of respondents, and so on. Thus if the target word that the speaker attempts to communicate is “crowd,” then providing the clue “people” is more effective than providing the word “mob,” which is more effective than the word “mass.” Moreover, the associative strength of each cue to the target word provides a direct quantitative measure of speech effectiveness. Thus if gesturing benefits communication by enhancing speech production, then the clues generated by the speaker when allowed to gesture should be more closely associated with the target word. To assess speaker effectiveness, we assigned an associative strength score drawn from Keppel and Strand (1970) and Palermo and Jenkins (1964) for each clue given by the speaker and then averaged the scores for each target word.

**RESULTS**

To begin, it was deemed appropriate to determine whether there were significant differences in speech production and comprehension for the four different speech content areas. Accordingly, separate 2 (condition: gesture vs. no gesture) x 4 (type of speech content) analyses of variance were conducted on both listener comprehension and speech production, with repeated measures on the second factor. Significant condition main effects emerged for both listener comprehension, $F(1, 38) = 12.32, p < .001$, and speech production, $F(1, 37) = 4.20, p < .05$. Thus, overall, gesture aided both listener comprehension and speech production. Further, significant speech content main effects emerged for both listener comprehension, $F(3, 114) = 4.85, p = .003$, and speech production, $F(3, 111) = 11.17, p < .001$. The Condition x Content interaction was not significant for either listener comprehension, $F(3, 114) = 0.967, p = .41$, or speech production, $F(3, 111) = 2.04, p = .11$. These preliminary analyses reveal that there were significant effects of gesture on listener comprehension and on speech production and significant differences across speech content areas. Therefore, in the analyses to be reported, the effects of gesture on listener comprehension and speech production were examined separately within each content area (see Table 2).

**TABLE 2: Effects of Gesture on Listener Comprehension and Speech Production by Type of Speech Content**

<table>
<thead>
<tr>
<th>Speech Content</th>
<th>Listener Comprehension</th>
<th>Speech Production</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No Gesture</td>
<td>Gesture</td>
</tr>
<tr>
<td>Spatial location</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>5.03</td>
<td>3.26</td>
</tr>
<tr>
<td>$SD$</td>
<td>(2.48)</td>
<td>(2.01)</td>
</tr>
<tr>
<td>Spatial property</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>3.23</td>
<td>2.47</td>
</tr>
<tr>
<td>$SD$</td>
<td>(1.26)</td>
<td>(1.14)</td>
</tr>
<tr>
<td>Manipulation/movement</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>4.24</td>
<td>2.91</td>
</tr>
<tr>
<td>$SD$</td>
<td>(2.17)</td>
<td>(1.38)</td>
</tr>
<tr>
<td>Nonspatial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M$</td>
<td>3.41</td>
<td>2.74</td>
</tr>
<tr>
<td>$SD$</td>
<td>(1.84)</td>
<td>(1.27)</td>
</tr>
</tbody>
</table>

*Note.* Means for the listener comprehension and speech production scores with different subscripts differ significantly at $p < .05$. 
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Effects of Gesture on Listener Comprehension

For spatial location terms, there was a significant main effect of gesture on listener comprehension, $F(1, 38) = 6.15, p = .009$. When speakers were allowed to gesture, listeners reached the correct solution in fewer attempts ($M = 3.26$) than when speakers were not allowed to gesture ($M = 5.03$). For spatial property terms, there was a significant main effect of gesture on listener comprehension, $F(1, 38) = 3.95, p = .027$ (for gesture, $M = 2.47$; for non-gesture, $M = 3.23$). For manipulation/movement terms, there was a significant main effect of gesture on listener comprehension, $F(1, 38) = 5.32, p = .015$ (for gesture, $M = 2.91$; for nongesture, $M = 4.24$). For nonspatial terms, there was a marginally significant main effect of gesture on listener comprehension, $F(1, 38) = 1.83, p = .09$ (for gesture, $M = 2.74$; for nongesture, $M = 3.41$). These analyses reveal that allowing the speaker to gesture did indeed improve listener comprehension. Not being able to gesture was most damaging to listener comprehension when the speaker was trying to convey terms related to spatial location and manipulation/movement. Gesture was also important, although somewhat less so, for spatial property terms and for non-spatial terms.

Mediating Role of Speech Production

We adopted the mediation model of Baron and Kenny (1986) as an analytic strategy to test the relationships among gesture, speech production, and comprehension. According to Baron and Kenny (1986), several conditions must be met to document evidence of a mediated relationship. First, there must be a significant relationship between the independent variable and the dependent variable. Second, there must be a significant relationship between the independent variable and the proposed mediator. Third, there must be a significant relationship between the mediator and the dependent variable, controlling for the independent variable. Finally, if these three conditions all hold, then the initial relationship between the independent variable and the dependent variable should be reduced.

The foregoing analyses reveal that gesture exerts predictable effects on listener comprehension and on speech production. A critical question is the extent to which the effects of gesture on listener comprehension are attributable to the more fundamental effects of gesture on speech production. In order to gauge the mediating role played by speech production, listener comprehension was regressed on both condition (gesture vs. no gesture) and speech production within each content area. For spatial location terms, there was a marginally significant effect of speech production on listener comprehension after the effects of gesture were partialled out, standardized beta = -.215, $t(36) = 1.33, p = .09$. There was still a significant, albeit reduced, effect of gesture on listener comprehension after the effects of speech production were partialled out, standardized beta = -.291, $t(36) = 1.81, p = .04$. The results of this regression analysis are presented in the path analysis shown in Figure 1a.

For spatial property terms, there was no significant effect of speech production on listener comprehension after the effects of gesture were partialled out, standardized beta = .013, $t(37) = 0.08, p = .46$. There was still a significant, albeit
reduced, effect of gesture on listener comprehension after the effects of speech production were partialled out, standardized beta = -.309, t(37) = 1.94, p = .03 (see Figure 1b).

For manipulation/movement terms, there was no significant effect of speech production on listener comprehension after the effects of gesture were partialled out, standardized beta = .038, t(36) = 0.24, p = .40. There was still a significant, albeit reduced, effect of gesture on listener comprehension after the effects of speech production were partialled out, standardized beta = -.348, t(36) = 2.20, p = .02 (see Figure 1c).

For nonspatial terms, there was no significant effect of speech production on listener comprehension after the effects of gesture were partialled out, standardized beta = -.001, t(37) = 0.01, p = .50. There was a reduced, nonsignificant effect of gesture on listener comprehension after the effects of speech production were partialled out, standardized beta = -.215, t(37) = 1.26, p = .11 (see Figure 1d). These analyses reveal that speaker gesturing tended to directly affect listener comprehension. This general summary is qualified somewhat by the finding that speaker gesturing tended also to indirectly affect listener comprehension through its effect on speech production for spatial location terms.

**SUMMARY**

The purpose of this study was to examine the fundamental roles that gestures play in communication, in order to provide a clearer understanding of how gestural information may benefit telecommunications. The results of this study have both theoretical and practical implications. This study sheds new light on the controversy over the communicative and non-communicative functions that gestures play in communication. First, our results clearly indicate that gesture has a significant positive impact on listener comprehension: Comprehension was enhanced when the listener had access to both gesture and speech. Second, our results show that gesture has a significant positive impact on speech production: When speakers are allowed to gesture, they produce more effective speech. Third, some have questioned whether the effects of gesture on enhancing listener comprehension are largely attributable to the effects of gesture on aiding speech production. Our results provide only limited support for this mediation hypothesis. Overall, the effect of gesture on listener comprehension was reduced but remained significant when the effects of speech production were held constant. Thus gestures seem to
have a direct communicative effect on listener comprehension, regardless of the impact that gesture has on speech.

However, some evidence supporting mediation was found for spatial location terms. For spatial location terms, gesture directly affected listener comprehension and also indirectly affected listener comprehension through its effects on speech production. This suggests that for spatial location terms, speech production serves as a mediator of the relationship between gesture and listener comprehension. This further indicates that this mediator is indeed potent but is neither necessary nor sufficient for this effect to occur (Baron & Kenny, 1986).

Overall, these results indicate that gesture plays both a direct communicative role in providing useful information to the listener and a noncommunicative role in assisting the speaker in formulating effective speech. In brief, the results indicate that gesture benefits the listener as well as the speaker and that gesture has a positive effect on listener comprehension, independent of the effects gesture has on speaker effectiveness.

Our results further illustrate the extent to which the effects of gesture vary as a function of the type of speech content. We argued that gestures, which are movements of the hands in space that accompany speech, would be most useful in conveying content that was itself spatial. Our data provide some support for this position. Although gesture aided listener comprehension across all types of speech content, the greatest impact of gesturing was observed when the speaker was trying to convey terms related to spatial location (e.g., “on,” “under,” “over”) and manipulation/movement (e.g., “open,” “hold,” “sit”). Thus speech that involves spatial location and manipulation/movement may be more reliant on gesture to convey successfully. We also argued that gestures would aid speech production to a greater extent for spatial terms than for nonspatial terms. We found little support for this hypothesis. Gesture aided speech production to a similar degree for both spatial location terms and nonspatial terms. These data do not support the claim that the adverse effects on speech production of not being able to gesture are limited to speech with spatial content (Rauscher et al., 1996).

From a practical standpoint, our results have clear implications for further research on telecommunication. First, these results shed light on one question that we posed at the beginning: Should researchers be concerned about capturing gestural information in computer-mediated communication when some argue that gesture provides little communicative information in the first place? Our results indicate that gestures communicate useful information to the listener that aids comprehension. This supports Fussell and Benimoff’s (1995) contention that the ideal visual field for a desktop video system should include information communicated via gesture. However, we have also found that gesture is more valuable for some types of speech content than for others. Thus gesture may be particularly valuable when conveying information related to spatial location and manipulation/movement, and gesture may be less valuable for nonspatial content.

However, we note that many researchers have questioned whether the visual information provided in computer-mediated communication adds appreciably to simple audioonly communication (Anderson et al., 1997; Doherty-Sneddon et al., 1997; Sellen, 1995). In a recent review of this literature Whittaker and O’Conaill (1997) concluded, “Laboratory studies to demonstrate the benefits of adding a visual communication modality to voice have in general shown few objective improvements” (p. 24). Indeed, Heath and Luff (1992) argued that gestures may lose their interactional significance when abstracted from the environment in which they are produced and presented via a restricted video image. Further research is needed to examine conditions under which gesture contributes to listener comprehension in telecommunications.

Second, we have examined one topic that is not often considered in telecommunications research— that gestures also aid the speaker in producing more effective speech. To the extent that gesture enhances speaker effectiveness, it may be of value to support hands-free communication so that speakers are able to gesture. Moreover, one question that becomes relevant is whether speakers gesture less in computer-mediated communication, in which they are removed from the immediate presence of the
listener, than in normal communication. On one hand, Cohen and Harrison (1973) found that speakers gestured less when speaking over an intercom than in face-to-face communications. On the other hand, Rimé (1982) found few differences in nonverbal behavior whether people interacted face to face or were separated from one another. If, as some claim, gesturing is a function of general arousal level, then speakers may gesture less in computer-mediated environments, where the other is not immediately present, than in face-to-face communication. Our findings suggest that this may impair speaker effectiveness. Further research is needed to explore these questions.

Finally, it is prudent to note several limitations of this study. In order to examine the relationships among gesture, speech production, and listener comprehension, we designed an experimental procedure that maximized the precision with which we could measure these variables, at the cost of naturalness of conversation. Clearly, the constrained and patterned type of communication we examined differs considerably from normal, spontaneous conversation. Moreover, the gestures participants displayed when attempting to convey information in this manner may be more conscious and deliberate than in normal conversation. Further research is needed to examine the patterns observed in the laboratory in a more naturalistic setting.

It is also worthwhile to note that we examined one specific type of gesture: conversational hand gestures that co-occur with speech. Gestures can also serve to point out objects, to assist in conversational turn taking, and to provide evidence of the emotional state of the speaker. The current study does not address the role of these other types of gesture in communication.

The promise of telecommunications systems is to produce an environment that captures the richness of face-to-face interaction, but bandwidth limitations and cost make it difficult to transmit all sources of information available in normal communication. Thus trade-offs are required between communication fidelity and system characteristics such as field of view and the size and quality of the video image. To the extent that gesture aids communication, it should be incorporated within the visual field. Our results suggest that gesture plays an important role in communication and that in exploring design trade-offs in telecommunications systems, researchers should consider the value of gesture for the listener, for the speaker, and for specific types of speech content.
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