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Abstract- In human machine interface application, emotion 

recognition from the speech signal has been research topic 
since many years. To identify the emotions from the speech 

signal, many systems have been developed. Speech has 

several characteristic features such as naturalness, pitch & 

tone, which makes it as attractive interface medium. It is 

possible to express emotions and attitudes through speech. 

Here in this paper, study has been carried out to recognize the 

human emotion through speech using the accent of the human. 

To recognize accent through speech various speech features 

were extracted. Based on these speech features Classification 

of the accent and emotion has been done using KNN. Here six 

emotion are considered like neutral, disgust, happy, sad, anger, 
and fear. The classification performance is based on extracted 

features using MFCC. Inference about the performance and 

limitation of speech emotion recognition system based on the 

different classifiers are  also discussed. 

 
Keywords—Emotion Recognition, Feature extraction, MFCC, 

KNN 

 

I. INTRODUCTION 

Human machine interaction are widely used nowadays in 

many applications. One of the medium of interaction is 

speech. Emotions are subjective experiences which play an 

important role in expressing mental and physical states of the 

humans and it is often associated with variety of feelings. 

 
The Emotion Detection from Speech consists of two modules. 

First module is Speech to accent detection of user .This 

module identifies or gives result as accent of user which are 

living in particular region. This module is used to denote the 

region of user. Second module accent is considered as input. 

This module extract features of users speech to detect emotion 

of user. 

In recent years, Speech Emotion Recognition has made great 
progress, especially after the utilization of deep learning. A 

typical SER system abstracts a collection of acoustic features 

or semantic features on top of automatic speech recognition 

(ASR) transcription, and then trains a multi-classifier 

classification model by machine learning methods such as 

SVM, decision tree and GMM. 

 

The main characteristics of the proposed system are: 

1. To develop model which identifies and extracts the features 
from the speech of the user. 

 

2] To develop a model which will identify the regional aspects 

and detect the accent of the user. 

 
3] To predict the emotional state of the user. 

II. LITERATURE SURVEY 

In [1] named “Speech Based Human Emotion Recognition 
Using MFCC”, IEEE WiSPNET year of 2017 conference 

proposed by authors named as M.S. Likitha , Sri Raksha R. 

Gupta. 

 

A database consist of voices of 60 people with different 

emotions. Speech signal of speaker’s read using the function a 

wavread in MATLAB tool .MFCC method is used for 

detecting emotion from voice signals. Proposed work is based 

on feature extraction using MFCC and decision making using 

standard deviation. The speech signal made to undergo 

framing, after which it is passed through Hamming window 

for windowing process. Fast Fourier Transform was 
performed on the input signal. After which the Mel Frequency 

Cepstral Coefficients were obtained. The standard deviation 

for the mean value was found, and this value was passed 

through as if else a statement, where the obtained standard 

deviation of that particular emotion is compared with the 

optimized values of standard deviation for different emotions, 

and the corresponding emotion were displayed. It can predict 

the 3 basic emotions such as happy, sad, angry from MFCC 

waves.Some advantages of following proposed system are: 

 

1) MFCC is simplest method for emotion detection. 
2) Efficiency and performance remains constant even in noisy 

environment. 

 
Hence this system can serve as noise robust emotion 

recognition system. Such efficiency in noisy environment 

extends the scope of the work wherein emotion recognition 

systems can be utilized in military. 

 

In [2] named “Emotion Recognition from Speech using 

Convolutional Neural Network with Recurrent Neural 
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Network Architecture”, IEEE WiSPNET year of 2017 

conference proposed by authors named as SaikatBasu, 

Jaybrata Chakraborty. 

 
For the last two decades, several intelligent systems are 

proposed by re-searchers. These different systems also differs 

by the nature of features used for classification of speech 

signals. There are the widely used spectral features are Mel-

frequency cepstrum coefficients (MFCC) and Linear 

predictive cepstral coefficients (LPCC).Gausian Mixture 

Model(GMM), Support Vector Machine (SVM) and Hidden 

Markov Model (HMM) are used by researchers for 

classification using a machine learning method. Only pitch 

and MFCC features are used for recognition of emotion. 

 
In this article they get 13 MFCC (Mel Frequency Cepstral 

Coefficient) with 13 velocity and 13 acceleration component 

as feature extraction component and a CNN (Convolution 

Neural Network) and LSTM(Long Short Term Memory) 

based approach for classification. They chose Berlin 

Emotional Speech dataset (EmoDB) for classification 

purpose. It consists 535 utterances spoken by 10 different 

actors. All the recordings took place in the anechoic chamber 
of the Technical University Berlin, department of Technical 

Acoustics. RNN and Long Short Term Memory (LSTM) 

network can be used for training. In LSTM network, they have 

provided two hidden layer with 50 nodes in RST layer and 20 

nodes in second layer. They have approximately 80 % of 

accuracy on test data. Some advantages are: 

 
i) LSTM-RNN model was very effective and promising. 

In [3] named “Emotion Recognition from Speech using 
Emotional Statistical Parametric Speech Synthesis Using 

LSTM-RNN’s”, IEEE WiSPNET of 2017 conference year of 

12 - 15 December 2017,proposed by authors named as 

Shumin An, Zhenhua Ling and Lirong Da. 

 

Two modelling approaches, emotion dependent modelling and 
unified modelling with emotion codes, are implemented and 

compared by experiments. In the RST approach, LSTM- 

RNN-based acoustic models are built separately for each 

emotion type. A speaker-independent acoustic model 

estimated using the speech data from multi-speakers is 

adopted to initialize the emotion-dependent LSTM-RNN. 

Second approach builds a unified LSTM-RNN-based acoustic 

model using the training data of a variety of emotion types. 

Experimental results on an emotional speech synthesis 

database with four emotion types (neutral style, happiness, 

anger, and sadness).The emotion codes used by the unified 

modelling approach are capable of controlling the emotion 
type and intensity of synthetic speech effectively by 

interpolating and extrapolating the codes in the training set. 

 

In [4] named “Speech Emotion Recognition using 
Convolutional and Recurrent Neural Networks“, IEEE 

WiSPNET of 2017 conference proposed by authors named as 

Wootaek Lim, Daeyoung Jang and Taejin Lee. 

 

In this study, we investigate the result of the Speech Emotion 
Recognition (SER) algorithm based on CNNs and RNNs 

trained using an emotional speech database. The main goal of 

their work is to propose a SER method based on concatenated 

CNNs and RNNs without using any traditional hand-crafted 

features. In this work, they propose the CNNs, RNNs, and 

time distributed CNNs-based SER method that acquires 

signals on a 2D domain speech signal representation. In 

particular, they propose a method for analysing sequential 

audio data based on concatenated CNNs and RNNs. 

Advantage: 
i) By applying the proposed methods to an emotional 

speech database, the classification result was verified to 

have better accuracy than that achieved using 

conventional classification methods. 

ii) Deep learning algorithms overcome limitations of 

handcrafted features. 

 
Disadvantage: 

Deep learning algorithms are complex. 

In [5] named “Speaker Accent Recognition by MFCC Using 

K-Nearest Neighbour Algorithm”, IJAR in Computer 

Engineering , year of 2018 conference proposed by authors 

named as Munish Bhatia, Navpreet Singh, Amitpal Singh. 

A K-Nearest Neighbour Algorithm involving Mel- Frequency 

Cepstral Coefficients (MFCCs) is provided to perform Speech  

signal feature  extraction  for  the task of speaker accent 

recognition and speaker emotion detection. Mel-Frequency 
Cepstral Co- efficient is effectively used to perform the 

feature extraction of the input signal. For each input signal the 

mean of the MFCC matrix is used for pattern recognition . 

The K-nearest neighbour algorithm is based on evaluating 

minimum Euclidean distance measure from input data set to 

stored data set. Since large number of speakers of different 

accent are present, they can be grouped together depending 

upon their accent .Thus each signal coming from different 

group makes a distinct MFCC vector . 

A speaker’s accent distinguishes him/her as a member of a A 

speaker’s accent distinguishes him/her as a member of a 
group. These groups have  been classified on the basis of 

geographic areas, by social class . As human being we  are  

sensitive  to  accent and can tell whether a speaker belongs to 

a group or not . For above scenario to be possible accent are 

pattern of speaking that distinguish a group from other group. 

Advantages: 1)speaker accent recognition provides accuracy 
to speaker emotion recognition. 

2) Speech Processing involves capturing of sound and 
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process its features by extracting it by using technique 

MFCC . 

3) The K-nearest neighbour algorithm is based on evaluating 
minimum Euclidean distance measure from input data set to 

stored data set used for classification of accent and emotion 

of the speaker. 

Disadvantages: Speech technology is still facing problem 
with pronunciation variation across different accent groups. 

In automated speech recognition, a variation in accent used 

in testing and training can lead increase in word error rate. 

 

III. LGORITHMIC APPROACH K- NEAREST 

NEIGHBORS (KNN) 
K-Nearest  Neighbors is one  of   the most basic yet essential 

classification algorithms in  Machine Learning. The k-nearest 

neighbors (KNN) algorithm is a simple, supervised machine 

learning algorithm that can be used to solve both classification 

and regression problems. KNN works by finding the distances 

between a query and all the examples in the data, selecting the 

specified number examples (K) closest to the query, then votes 

for the most frequent label (in the case of classification) or 

averages the labels (in the case of regression). 

It belongs to the supervised learning domain and finds intense 

application in pattern recognition, data mining and intrusion 
detection. 

KNN Algorithm 

1. Load the data 

2. Initialize K to your chosen number of neighbors 

3. For each example in the data 

 

3.1 Calculate the distance between the query example and 

the current example from the data. 

 
3.2 Add the distance and the index of the example to an 

ordered collection 

 
4. Sort the ordered collection of distances and indices from 

smallest to largest (in ascending order) by the distances 

5. Pick the first K entries from the sorted collection 

6. Get the labels of the selected K entries. 

7. For classification, returns the mode of the K labels 

Choosing the right value for K 
1. As we decrease the value of K to 1, our predictions 

become less stable. Just think for a minute, imagine K=1 

and we have a query point surrounded by several reds and 

one green. Point is most likely red, but because K=1, KNN 

incorrectly predicts that the query point is green. 

 

2. Inversely, as we increase the value of K, our predictions 

become more stable due to majority voting / averaging, 

and thus, more likely to make more accurate predictions 
(up to a certain point). 

 
Fig.1: KNN Overview 

 

IV. PROPOSED SYSTEM 

 

Fig.2: System Architecture 
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According to proposal, the modules are as follows : 

 
MFCC Algorithm for State(Region) Identification and KNN 

for Emotion Detection. 

 

I) Region Identification: 

The acoustic characteristic of the speech signal is feature. 

Feature Extraction is a small amount of data from the speech 

signal is extracted to analyze the signal without disturbing its 

acoustic properties. 

 

FCC Algorithm is used for feature extraction from Speech. 

 
Following diagram defines the MFCC Flowchart: 

 
1] Pre-processing 

Before using MFCC we make some preprocessing on the data 

set. All the speech les are with .wav extension, first we 

compute amplitude values of each le with a sample rate of 
16000 sample per second. Then we take a weighted average 

according to the length of speech les and make them equal by 

adding zeros to the smaller le to make them equal to the 

average length le and crop all the larger le for the same 

purpose. After this process all les became of equal size. 

2] Pre-emphasis 

Pre-emphasis is required to increase signal energy. In this 
process, speech signal is passed through a filter which 

increase the energy of signal. This increment of energy level 

gives more information. 

 

3] Framing 

In this process, speech sample is segmented into 20-40 ms 
frames. The length of human voice may vary, so for fixing the 

size of speech this processes is necessary. Although the 

speech signal is non-stationary in nature frequency can be 

changed over the time period), but for a short duration of time, 

signal behave like a stationary signal. 

Overlapping of frames is done to smoothen the transitions 

between frames by a size. The first frame consists of the first 
N = 256 (typical value) samples. The second frame begins at 

M= 100 (typical value) samples after the first frame, and 

overlaps it by N-M samples and so on. 

This process continues until the entries speech signal is 

accounted. 

 

4] Windowing 

After frame blocking, the signal is pass through a windowing 

function to minimize discontinuities and spectral distortion at 

the extremes of each frame. The result of windowing a signal 

x(n) is given by Y(n)= x(n) w(n) , 0 & lt;= n & lt;= N-1where 

w(n) is the window function, 0 &lt;= n &lt;=N - 1, and N is 

the number of samples in each frame. 

Windowing function reduce the signal discontinuities at the 

start and end of each frame. In this process, frame is shifted 
with a10ms span. That means each frame contain some 

overlapping portion of previous frame. 

 
5] Fast Fourier Transform (FFT) 

FFT is used to generate the frequency spectrum of each frame. 

Each sample of each frame converted from time domain to 

frequency domain by the FFT. FFT is used to find all 

frequencies present in the particular frame. FFT is performed 

on the windowing signal to it into frequency domain. The 

discrete Fourier Transform (DFT) over discrete signal x(n) of 

N samples, converts each frame of N samples into the 

frequency domain from its time domain. The FFT is the fast 

algorithm to implement DFT. 

 
6] Mel Frequency Warping 

The Mel-frequency scale is linearly spaced for  frequencies 

below 1000 Hz and logarithmically spaced above 1000 Hz. A 

pitch of 1000 Hz tone, which is equivalent to 1000mels when it 

is above the perceptual hearing threshold level by 40 

dB.formula can be used to compute the mels for a given 

frequency f in Hz. Mel (f) =2595 * log 10(1+f/700)After 

getting the filter bank energy of each frame, log function is 

applied to them. It is also inspired by human hearing 

perception. A human does not listen loud volume on a linear 

scale. If the volume of the sound is high, human ear cannot 
recognize large variations in energy. Log energy computation 

gives those features for which human can listen clearly. 

7] Discrete Cosine Transformation(DCT) 

In the final step DCT is calculated of the log filter bank 
energies. We have used 25ms frames with 10ms of sliding. 

We have also used 26 band pass filters. From each frame we 
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computed 13 MFCC features. We have also calculated energy 

within a frame. After getting 13 MFCC features, we also 

computed 13 velocity components and 13 acceleration 

components by calculating time derivatives of energy and 

MFCC. 

 
II) Emotion Detection Module 

Speech prominent features are extracted and used for emotion 

detection.T he proposed system results six basic emotions 
which include Happy, Sad, Angry, Disgust, Fear and Neutral. 

Using MFCC for feature extraction and KNN for classifying 

the emotion and region. 

V. RESULT 

 
Fig.3: Output 1 

 

 
Fig.4: Output 2 

 

 
Fig.5: Output 3 

 

VI. CONCLUSION 

Although none of the approaches proved to be good enough 

for practical purposes with the present extent of development, 

they were good enough to prove that translating speech into in 

a feature space works for recognition purposes. Speech 

emotion could be useful in speech understanding, 

recommendation, retrieval and some other related 
applications. In this project, focus on challenging issue of 

recognizing speech emotions such as happy, sad, anger, fear, 

and neutral. Speech database collected from linguistics 

laboratory. Mel Frequency Cepstral Coefficient (MFCC) 

features are extracted from the speech signal. The neural 

network model classifier used to recognize the emotion from 

the features taken. The rate of recognizing the emotion from 

the speech signal is about 88.3%. Experimental results show 

neural network classifier is better which offers a new efficient 

way of solving problems. Finally, the new approach developed 

for training the neural network’s architecture proved to be 

simple and very efficient. It reduced considerably the amount 
of calculations needed for finding the correct set of 

parameters. If the traditional approach had been used instead, 

the amount of calculations would have been higher. 
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