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Abstract— Cloud computing is omnipresent 

computing supporting the pay-per-use model. 

Therefore, the price of usage is one of the vital 

factors for cloud customers when selecting the 

service from cloud provider. Hence, the cloud 

service providers need to provide competitive 

costs of the services for their users. Also the 

cloud service providers need to optimize the 

utilization of the resources, with the competitive 

cost at the same time. In order to achieve this, 

there is a need for a new set of cost-effective task 

scheduling algorithms for the cloud. This paper 

introduces an algorithm for task scheduling 

based on some priorities for tasks in Sufferage 

heuristic and compared it to some of the 

traditional and recent cloud scheduling 

algorithms. 
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I.  Introduction 
According to National Institute of Standards and 

Technology, Cloud computing could be a model 

for sanctioning convenient, on-demand network access to a 

shared pool of configurable computing resources which 
will be rapidly provisioned and free with least management 

effort or service-provider interaction [1]. The salient features 

of cloud computing are on-demand service, broad network 

access, resource pooling, rapid elasticity and measured 

service. Software as a service (SaaS), Infrastructure as a 

service (IaaS) and Platform as a service (PaaS) are the three 

basic services provided by the cloud [2]. Cloud IaaS enables 

the customer to use the services in a flexible environment. It 

provides the illusion that an unlimited resource allocation for a 

number of users. The creation and operation of a medium 

sized datacenter is a time consuming procedure and depends 

on the economic strength of the organization having interest to 

construct a datacenter. Cloud computing provides services 
with least cost compared to the development of the data enter. 

Cloud Service Providers (CSPs) allow the users to decide on 

the machine hours based on their requisite regardless of the 

costs without paying a premium for large scale. This type of 

resource elasticity is distinctive in the history of computing 

[3]. 

Cloud Service Providers put forward numerous online services 

based on Service Level Agreement between the provider and 

the customer. However, an important role between providers 

and customers relationship is the pricing model for which they 

must agree.  
Each provider has his own scheme for calculating the price 

(has an accounting system) for the cloud services offered for 

clients. The provider’s goal is to achieve a greater benefit, 

while each client’s goal is to have the greatest service for low 

price. Therefore, 

satisfying each party needs the best rating methodology. The 

price charged is one of the most important metrics that a 

service provider can control to encourage the usage of its 

services [4].  

The price has a major impact in economic aspect, where 

fairness and competitive pricing in a multi-provider 

marketplace affect the actual pricing [5].  
Pricing for competition and fairness affects decisions within 

the style of user applications and system infrastructure. In 

fact, rating fairness balances user price and cloud service 

supplier profit. Pricing model in Cloud Computing 

is versatile than ancient models. Every cloud provider has his 

own pricing scheme. Main spotlight of Cloud Computing is to 

fulfill and guarantee quality of service (QoS) for customers.  

The popular CSPs are Google Computed Engine and Amazon 

EC24. They have various schemes which vary in pricing as 

well as in computing capacities [6]. For example, Amazon 

EC2 offers micro, small, medium, large and extra large On-
Demand instances prices. In Google Compute Engine, based 

on the type of machine needed, the charges for usage on a 

monthly basis will be applied. The users of the Cloud 

services are going to be content, if the service 

is reasonable to their budget. Once the user submits the 

collection of tasks (Application) to the cloud environment, it 
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will take care of scheduling and monitors the execution of the 

tasks. The key issue here is the scheduling (matching tasks to 

the resources). The scheduler should minimize the 

overall execution time of all the tasks and therefore 

the financial price. This can be achieved only with the aid of 

the efficient scheduling algorithms. This paper describes the 
related works in section 2. In section 3, proposed methodology 

is given. Experimental results are explained in section 4.At the 

end, section 5 concludes the paper.  

II. RELATED WORKS 
A number of research work is going on the concept of 

scheduling especially task scheduling. Various algorithms 

have been designed to schedule the tasks in cloud computing. 

Naseem A.AL-Sammarraie et al.[7] proposed a hybrid 

algorithm Performance and Cost Algorithm(PCA) that aims 

not only to the minimization of the services cost paid by the 

user and maximizing the profit gained by the provider of 

services renting, but also aims to optimize the performance of 

these services by minimizing the services completion time and 

maximizing the resource utilization of the resources, in order 
to enable the provider to provide the best and most efficient 

services with highly competitive prices. 

Yogita Chawla et al. [8] developed a dynamically optimized 

task scheduling algorithm that is combined with task grouping 

results in reducing the processing time as well as cost. This 

scheduling algorithm is very much useful to both user and 

cloud provider. The usage of task grouping for scheduling 

after prioritization reduces the processing time over the 

algorithm without task grouping.   

S. Selvarani et al. [9] introduced a scheduling approach that 

employs an improved cost based scheduling algorithm for 

efficient mapping of tasks to the resources available in the 
cloud. This scheduling algorithm boosts the 

computation/communication ratio by grouping the tasks based 

on the processing capability of the particular cloud resource 

and sends the grouped tasks to that resource. 

Cao. Q et al. [10] presented an algorithm which applies the 

concept of cost-based priority by calculating the cost of each 

individual use of the resources and the corresponding profit of 

using these resources. Based on these calculations, priorities 

are assigned to the tasks. Then the tasks are sorted in three 

levels such as High, Medium and Low levels. The tasks with 

highest profit are assigned with the highest priority. If new 
task arrives its priority is calculated and it is assigned to the 

end of the appropriate level. 

Based on bio-inspired algorithm and economic method, 

dynamic resource allocation approach is proposed by Xingwei 

Wang et al. [11] for cloud services using intelligent 

combinatorial double auction method .This framework is 

devised to provide a comprehensive solution. A price 

formation mechanism is also proposed to predict price and 

determine eligible transaction relationship. Winner 

Determination Problem (WDP) is optimally solved by the 

improved Paddy Field Algorithm (PFA). 

Ram Kumar Sharma et al. [12] proposed a scheduling 
algorithm in which the incoming tasks are grouped on the 

basis of their type deadline constrained or low cost 

requirement. Then the tasks are prioritized according to 

deadline or profit after initial grouping. So that the tasks with 

shorter deadline need to be scheduled first and also the tasks 

resulting in more profit should be scheduled on low cost 

machines. It is observed that this proposed algorithm enhances 
cost and completion time of tasks as compared to sequential 

assignment. 

Arnav Wadonkar et al. [13] developed a hybrid non-

preemptive scheduling algorithm to map the tasks to the given 

resources by considering both the length and deadline of the 

tasks. The authors also compared the results with the existing 

algorithms which consider either task length or task deadline 

and proved better. But the cost of execution is not considered. 

Alka Vohra et al. [14] introduced an algorithm which 

considers the parameters task length and user priority to 

schedule the tasks based on deadline aware rank system. 

Makespan and task profit are improved than min-min and 
max-min algorithms. Also the number of failed tasks has been 

decreased. 

As cloud environment is market oriented business model, cost 

is the key issue to be considered. Especially in scheduling, the 

execution cost is very important and to be reduced to attract 

the customers. So that the cloud service providers can retain 

their position in the competitive milieu. This paper is focussed 

on the task scheduling based on the cost of the resources by 

modifying the sufferage algorithm. 

III. PROPOSED METHODOLOGY 
 Most of the conventional algorithms of scheduling in cloud 

computing don’t make any consideration for the task’s cost, 

where the task is mapped to any available resource as soon as 

it arrives. This presides to some problems such as over-priced 
cloud services in case of high-volume simple tasks and under-

costed in low-volume complex tasks [10]. To vanquish these 

problems and since most of the people think of current cloud 

computing offerings as purely “pay by the drink” compute 

platforms [15], in this paper an algorithm  is proposed which 

combines the time and resource cost while scheduling the 

tasks. Sufferage heuristic is modified by including sufferage 

value of time and cost, combined with load balancing. The 

main objective of this algorithm is not only the minimization 

of the services cost paid by the user but also aims to mitigate 

the overall completion time and lever up the utilization of the 
resources, in order to facilitate the provider to provide the best 

and most efficient services with extremely competitive prices. 

After a deep study of the literature of meta task scheduling, it 

is observed that in the heterogeneous computing environment, 

the list of conventional scheduling heuristics such as min-min, 

max-min and sufferage, showed better completion time over 

other algorithms. Especially, the sufferage algorithm is 

suitable for both short and long tasks. Comparatively, it is 

better than the other two bench mark algorithms. Hence, this 

paper tries to modify sufferage algorithm by incorporating the 

execution cost of the tasks with the completion time to yield 

better makespan and total cost. 
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For any static scheduling algorithm, the input is given in the 

form of matrix only. Here the Expected Time to Compute 

matrix and cost matrix are the inputs. The costs of the 

resources are taken from google app engine. The completion 

time is calculated by using [16] and the completion cost is 

calculated by using (1).  

𝐂𝐨𝐦𝐩𝐥𝐞𝐭𝐢𝐨𝐧 𝐂𝐨𝐬𝐭 = 𝐂𝐨𝐬𝐭𝐢𝐣   + 𝐑𝐂𝐣              ------     (1) 

 
where, 

  Costij= Execution cost of task i on resource j 

                      RCj = Ready cost of resource j 

For each task in the unassigned task list, the first and second 

minimum completion time is selected and sufferage value 

(SVCT) is calculated. In the same way, from the completion 
cost matrix, first and second maximum cost is selected. Then 

cost sufferage (SVC) is computed. 

Both the sufferage values SVCT and SVC are compared with 

first minimum completion time and first maximum cost 

respectively to select a particular task for scheduling. If the 

condition is satisfied, the corresponding task is assigned to the 

resource that gives minimum completion time for that task. 

Also check that task is suitable for that resource. Remove the 

task from the unassigned task list. Update ready time of the 

resource. Also update the completion time and completion 

cost. Then compute makespan, total execution cost. The 
resource utilization is computed by using the formula given in 

[16]. Following is the pseudo code of the proposed 

methodology. 

 PSEUDO CODE FOR COST AND COMPLETION TIME 

BASED SUFFERAGE ALGORITHM (CCTSA) 

 

Input: Expected Cost to Compute (ECC) and Expected Time 

to Compute(ETC) Matrices 

Output: Scheduled  Task 

 

1.   While (Unassigned_Task_Count >0) 

2.  For each task 
3.  For each resource 

4.   Calculate completion time and completion cost 

5.  For each task  

6. Find First and Second Minimum Completion Time   

                                                    FMICTi , SMICTi of task Ti 

             Find First and Second Maximum Cost Value FMXCi ,  

                                                    SMXCi  of task Ti 

 

7. SVCTi= SMICTi - FMICTi             //Calculate   

                                                completion time sufferage value  

8. SVCi =FMXCi -SMXCi                  // Calculate cost   
                                                                      sufferage value 

9. End For 

10. Ch_Task=nul l       //Initially Chosen Task is assigned                      

                                                                                      as  null 

11. For i = Unassigned_Task_Count to 0 

12.   If (SVCTi>FMICTi   &&  SVCi < FMXCi ) 

13.       Ch_Task=Ti 

14.           break; 

15. Else  

16.        Ch_Task=Tn 

 

17. End if 

18. End for 

19. Assign Ch_Task (selected Task) to resource j that 
gives the minimum completion       

             time of task and cost also check that task is suitable 

for this resource j 

20. Remove Ch_Task from Unassigned_Task list.  

21. Update Ready time of the resource    

22. Update completion time and completion cost  

   

23. Compute makespan and total cost  

24.   End while  

25. Compute Resource Utilization  

 

 

IV. EXPERIMENTAL RESULTS  
The proposed algorithm CCTSA is implemented in cloud sim 
3.0 and the results are compared with existing algorithm [16]. 

Specification of the resources such as number of resources, 

processing speed, bandwidth and cost of the processor are 

given in table I. The number of tasks, number of instructions 

and data details are given in table II. By using the table I and 

table II, ECC and ETC matrices are constructed and given as 

input. 
TABLE I.  SPECIFICATION OF THE RESOURCES 

Resources Processing 

Speed   

(MIPS) 

Related 

bandwidth     

(Mbps) 

Cost of the 

processor (INR) 

R1 50 100 0.03 

R2 100 200 0.12 

R3 200 250 0.24 

 
TABLE II. SPECIFICATION OF THE TASKS 

Tasks Number of 

Instructions(MI) 

Data(Mb) 

T1 206 44 

T2 50 95 

T3 128 64 

T4 69 30 

T5 118 59 

T6 112 47 

T7 21 39 

T8 200 61 

T9 90 23 

T10 45 23 

 
The execution time for each task on each resource can be 

computed using (2). 

 

Execution time = (MI/MIPS + Mb/Mbps)   (2) 

 

The execution cost of each task on each resource is calculated 

by using (3)  

 

 Execution cost=MI * Cost of the processor  (3) 
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Where, 

MI - Million Instructions 

MIPS – Million Instructions per Second 

Mb – Mega Bits 

Mbps – Mega Bits per Second 

 
TABLE III COMPARISON OF THE RESULTS 

 
Table III shows  that the CCTSA outperforms the existing 

ETSA in terms of cost and resource utilization. But the 

makespan obtained by CCTSA is greater than ETSA.  

 

Table IV summarizes the makespan produced by CCTSA and 

ETSA for different set of inputs. 
 

Table IV Makespan 

No. of 

tasks 

No. of 

resources 

Makespan (sec.) 

CCTSA 

(proposed) 

ETSA 

25 5 10.23 8.9 

50 7 27.51 22.4 

75 8 48.3 46.1 

100 10 74.5 67.9 

150 12 122.4 113.7 

200 14 153.8 137.8 

 

 

Table V summarizes the total cost produced by CCTSA and 

ETSA for different set of tasks and resources. 
 

Table V Total cost 

No. of 

tasks 

No. of 

resources 

Cost(Rs) 

CCTSA 

(proposed) 

ETSA 

25 5 30.1 33.3 

50 7 54.7 59.5 

75 8 82.5 93.9 

100 10 111.6 123 

150 12 143.4 162.8 

200 14 171.2 190.6 

 

Table VI summarizes the resource utilization obtained by 

CCTSA and ETSA for different combination of inputs. Fig.1 

discloses that the makespan resulted from CCTSA is greater 

than that of ETSA. This is due to the high task heterogeneity. 

The cost analysis graph in fig. 2 expresses the total execution 

cost produced by the proposed CCTSA is lesser than the 

existing ETSA. The graphical representation of the metric 

resource utilization in fig.3 implies that CCTSA utilized the 

resources efficiently than ETSA. 
Table VI Resource utilization 

No. of 

tasks 

No. of 

resources 

Resource utilization (%) 

CCTSA 

(proposed) 

ETSA 

25 5 90.01 87.00 

50 7 91.40 88.20 

75 8 90.50 86.92 

100 10 90.00 86.70 

150 12 89.21 86.50 

200 14 89.05 85.11 

 

  

 
Fig.1 Makespan Analysis 

 

 
Fig.2 Cost Analysis 

 

 

 
Fig.3 Resource Utilization Analysis 

 

Fig.4 displays implementation window of the proposed 

CCTSA using Cloud Sim. 

Algorithm 

Evaluation metrics 

Makespan 

(sec.) 

Cost(Rs) Resource utilization 

(%) 

CCTSA(proposed) 4.172 21.30 91.40 

ETSA (existing) 3.915 25.76 88.98 
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Fig. 4 Implementation window  

V. CONCLUSION 
In most of the traditional cloud scheduling algorithms, the 
schedulable task is mapped either to the resource which 

executes it in the short span of time or to the available 

machine as soon as it arrives without taking in to account the 

cost of the tasks. Some of the algorithms do consider the 

priority or the completion time but pay no attention to the cost 

of execution. This paper, presented the cost and completion 

time based sufferage algorithm to schedule the tasks to the 

machines in an effective manner. The outcome of the 

algorithm also proves the same as the cost is minimized and 

utilization of the resources is increased. Since completion time 

and cost are inversely proportional to each other, there is a 

need of efficient algorithms to balance them. It can be 
achieved by applying powerful meta heuristic algorithm for 

task scheduling. Even then, many issues are open such as the 

heat generation and energy consumption by the resources to be 

resolved, are left as future work.     
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