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Abstract

A long-standing puzzle is how overconfidence can persist in settings charac-

terized by repeated feedback. This paper studies managers who participate re-

peatedly in a high-powered tournament incentive system, learning relative per-

formance each time. Using reduced form and structural methods we find that:

(i) managers make overconfident predictions about future performance; (ii) man-

agers have overly-positive memories of past performance; (iii) the two phenomena

are linked at an individual level. Our results are consistent with models of moti-

vated beliefs in which individuals are motivated to distort memories of feedback

and preserve unrealistic expectations.
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1 Introduction

Overconfidence has often been described as a fundamental bias in human decision mak-
ing (e.g., Smith, 1776). A long-standing puzzle, however, is whether and how overcon-
fidence can be more than an ephemeral phenomenon. In many of the settings where
economic theory posits a crucial role for beliefs about relative performance – the work-
place, school, university, and competitive environments more generally – individuals
receive repeated performance feedback, which would seemingly lead to the correction
of overconfidence if there is Bayesian updating.

Economists have considered different mechanisms that might generate persistent
overconfidence, but one leading explanation is “motivated beliefs.” The idea is that in-
dividuals may be motivated to preserve unrealistic expectations, e.g., because they gain
utility directly from optimistic beliefs, or because confidence helps provide motivation
in the face of self-control problems (for a survey, see Bénabou and Tirole, 2016). Models
of motivated beliefs make various assumptions about how individuals are able to sustain
overconfidence, for example assuming that individuals can use a technology of biased
memory to selectively distort memories of past feedback; basing predictions on overly
positive memories, future selves will be overconfident. A motivated beliefs explanation
for overconfidence has important implications, because overconfidence may persist in
the face of feedback, individuals may not respond to information in standard ways, and
the welfare effects of overconfidence are ambiguous and can even be positive.

This paper seeks to establish: (1) whether there is persistent overconfidence about
relative task performance in an important field setting – a workplace in which man-
agers compete regularly for performance bonuses while receiving detailed feedback;
(2) whether these managers have overly-positive memories about past workplace per-
formance; and, (3) whether overly-positive memories are associated with making over-
confident predictions. Our results are affirmative on all three questions, and provide, to
our knowledge, the first evidence of persistent overconfidence about the future being
linked to biased memories of the past. This is in line with explanations for overconfi-
dence based on motivated beliefs.

Section 2 of the paper describes the firm, our study design, and the data. The study
involved approximately 230 managers, each of whom runs a separate store. The man-
agers compete repeatedly in a high-powered tournament incentive scheme, with de-
tailed feedback, and many managers have observed a large number of tournament
outcomes. One source of data is the historical records of the firm on each manager’s
tournament outcomes. The other is a lab-in-the-field study. This study elicited manager
predictions about relative performance in the upcoming tournament at their job, for Q4
of 2015, as well as memories about performance in a previous tournament, in Q2 of
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2015, for which results had been provided approximately two months earlier.
Our data allow us to address some of the challenges that studies face when trying

to establish overconfidence bias. One key issue for assessing whether predictions are
reasonable is the need to take into account what information individuals had access to
when making predictions. For example, predictions of the future may “appear” overcon-
fident ex-post, relative to realized outcomes, but in fact be fully Bayesian if one takes
into account the signals that informed these beliefs ex-ante (see Benoît and Dubra,
2011; Benoît et al., 2015). Oftentimes, researchers do not have any information about
past signals, but in our setting, a key type of signal, past tournament outcomes, is public
and observable. We can thus check directly whether manager predictions are explain-
able by ex-ante public signals. We also assess in various ways whether the results could
be explained by managers having access to additional, private signals.

Section 3 of the paper presents a reduced form analysis that speaks to our three
main research questions. First, we show that managers are overconfident relative to
a range of different reduced-form predictors one could form using past public signals.
For example, 48 percent of managers are overconfident relative to the predictions of
a panel regression model that takes lagged tournament performances as predictors,
compared to only 21 percent being underconfident, and the average prediction is over-
confident by about 0.5 quintiles. This overconfidence is similarly prevalent and large
among managers with substantial experience, so overconfidence is persistent in the
face of feedback. This latter result also casts doubt on an explanation based on some
forms of private signals, e.g., ones received before the job that lead to overconfident pri-
ors. If managers are Bayesian, such overconfidence should disappear as they observe
more tournament outcomes. Second, our analysis provides evidence consistent with
managers being motivated to have positive memories of past performance. Specifically,
top-performing managers are quite accurate in recalling their good performances. Man-
agers with performances below the very top, however, have substantial recall errors,
and these are strongly skewed towards overly-positive memories. Third, our analysis
shows that it is those managers who have overly-positive memories of past signals who
are particularly likely to make overconfident predictions about future performance, so
these phenomena are linked in a way predicted by models of motivated beliefs.

Section 4 offers a complementary structural analysis that allows us to go beyond
the reduced form analysis in several important ways. First, we can formulate a model
of Bayesian learning in our setting, and assess whether managers are overconfident rel-
ative to this explicit Bayesian benchmark. The findings mirror those from our reduced
form analysis, in that 45 percent of managers are overconfident relative to what the
structural model says they should have predicted, versus only 26 percent underconfi-
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dent, and we can reject statistically that the model matches the data. Second, while
one can think of forms of private signals that are not ruled out by our reduced form
analysis, we can discipline such explanations with an extension of the structural model,
which explicitly models private signals, and allows these to take whatever form best fits
the data. It is not necessarily the case that the best fitting model will come close to the
data, however, because the information about priors based on public signals puts restric-
tions on how much overconfidence can be rationalized by private signals. The results
show that the best-fitting signal structure has features that seem quite implausible, and
furthermore, the model is far from matching the data based on standard confidence
intervals. Third, we can extend the structural model to incorporate biased memory
of past tournament outcomes, in a way that is disciplined by our data. Whereas our
reduced form analysis tests a qualitative prediction, that overconfidence should be pos-
itively correlated with biased memory, we can use the structural model to ask whether
biased memory can explain the data in quantitative terms: predicting who is overconfi-
dent, and to what extent. The model with biased memory comes closer to the data than
other versions of the structural model, and we cannot reject that this extension matches
the data statistically. Taken together, our findings are consistent with explanations for
persistent overconfidence provided by models of motivated beliefs.

In Section 5 we discuss the implications of our findings, and also provide some
additional exploratory analysis on howmanager overconfidence relates to performance
and management style. The latter analysis shows that overconfident managers do not
perform any worse than other managers, but exhibit some differences in management
style. Specifically, overconfident managers tend to hire fewer assistant managers in
their stores, and give less discretion to employees in a lab-in-the field experiment on
management style and delegation.

The results of this paper speak to the empirical relevance of a theoretical literature
on motivated beliefs. Models in this literature assume that under certain conditions in-
dividuals can have a motivation to “demand” confidence.¹ This can reflect a direct util-
ity benefit from positive beliefs, due to self-esteem, “ego-utility,” or anticipatory utility
reasons (Bénabou and Tirole, 2002; Kőszegi, 2006; Brunnermeier and Parker, 2005;
Bracha and Brown, 2012; Sarver, 2018), or because confidence can help individuals
work harder in the future (Bénabou and Tirole, 2002; Compte and Postlewaite, 2004).
In models of motivated beliefs individuals also have some way of “supplying” distorted
beliefs, albeit typically subject to some “reality constraints” that limit how far individu-
als want to, or are able to, distort beliefs away from the truth. For example, one strand

¹Relevant conditions include details of the decision environment, such as whether outcomes are rele-
vant for self-esteem, or whether effort and ability are substitutes or complements. We discuss the plau-
sibility of these conditions for our setting in Section 2.
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of the literature assumes that individuals can use a technology of memory distortion (at
a cost) to distort memories of past signals in an overly-positive direction. This can be
used to foster overconfidence because future selves will base beliefs on falsely-positive
memories (Bénabou and Tirole, 2002; Compte and Postlewaite, 2004; Gottlieb, 2011).²
Individuals might also be motivated to distort memory because of a direct utility benefit
of positive memory, in the spirit of ego utility models like Kőszegi (2006). Importantly,
because of how overconfidence and overly-positive memories are linked in models of
motivated beliefs (causally or due to a common underlying motivation), the models
predict that overconfidence will tend to go hand-in-hand with overly-positive memory.
The evidence in this paper is consistent with this signature prediction of a motivated
beliefs explanation for overconfidence, although it does not rule out that other factors
might also play a role.³

The paper also contributes to an empirical literature on overconfidence in field set-
tings. For example, the behaviors of investors, CEO’s, gymmembers, and others (Barber
and Odean, 2001; Malmendier and Tate, 2005 and 2015; DellaVigna and Malmendier,
2006; Oster et al., 2013, Cheng et al., 2014), and the beliefs of truckers and professional
poker players (Hoffman and Burks, 2020; Park and Santos-Pinto, 2010), all show signs
of overconfidence in their respective decision environments, even though these indi-
viduals are presumably observing signals that should challenge their beliefs. Besides
studying managers, and taking different approaches to address confounds such as pri-
vate information, our paper is distinct because it shows a link between overconfidence
and biased memory, which in turn points to an explanation for persistent overconfi-
dence based on motivated beliefs.

Finally, the paper complements an empirical literature on overconfidence and moti-
vated beliefs in the laboratory. Many studies have measured apparently overconfident
behavior (e.g., Camerer and Lovallo, 1990), and some have demonstrated overconfi-
dent beliefs using designs that can rule out any Bayesian explanation (Merkle and We-
ber, 2011; Burks et al., 2013; Benoît et al., 2015). Lab evidence on motivated beliefs

²Other technologies considered in the literature include taking steps to limit exposure to negative
feedback (e.g., Carillo and Mariotti, 2000; Kőszegi, 2006), self-signaling, i.e., taking actions or stating
beliefs that signal confidence to future selves (Quattrone and Tversky, 1984; Bénabou and Tirole, 2004;
Mijovic-Prelec and Prelec, 2010; Bénabou and Tirole, 2011). Some models assume individuals directly
choose beliefs about themselves or future outcomes (e.g., Brunnermeier and Parker, 2005).

³For example, there could also be a role for cognitive mistakes in generating manager overconfidence.
Hoffman and Burks (2020) discuss the possibility that individuals have biased priors, but also underes-
timate the informativeness of all types of signals, thereby slowing learning. The Dunning-Kruger effect,
discussed in social psychology, is similar in spirit in that low ability people fail to understand their in-
competence (Kruger and Dunning, 1999). A different type of explanation is that individuals have priors
that put zero probability on having low ability; no amount of signals can cause a Bayesian to update a
prior of zero to a positive probability (Heidhues et al., 2018; see also Hestermann and Yaouanq, 2019.
Some other explanations for (potentially temporary) overconfidence assume overconfident priors, which
might or might not be motivated, e.g., Santos-Pinto and Sobel, (2005); Van den Steen (2004).
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includes Eil and Rao (2011), who find that individuals adjust beliefs more in response to
good than bad information, immediately after it is received, and Schwardmann and van
der Weele (2019) who find that subjects become more overconfident when they have a
strategic need to impress others.⁴ Related to biased memory, Chew et al. (2020) show
evidence that students can have falsely positive memories of performance on a cognitive
ability test, and Zimmermann (2020) shows that memories of feedback about a cogni-
tive ability test are accurate immediately after feedback but are biased one month after-
wards. The lab evidence has clear strengths in terms of control and causality. Our study
is complementary by providing evidence that the mechanisms of motivated beliefs and
biased memory are empirically relevant when it comes to remembering and predict-
ing real workplace performance. Also, previous studies documenting biased memory
have not looked at overconfidence bias; ours is the first paper to test directly for a link
between these phenomena.

2 Work setting and datasets

2.1 Nature of the work setting

The subjects of the study are managers working for a chain of food and beverage stores
in a developed country. Each manager is in charge of a separate store, and makes a
range of important decisions: the number of workers to employ, task allocation, and
how many and which types of products to sell. A typical store has roughly fourteen
employees including one or more assistant managers. The manager receives a base
salary, but can also earn substantial performance bonuses, based on his or her rank in
a tournament conducted each quarter.

2.2 Incentive scheme

The tournament incentive scheme is intended by the firm to reward managers for hard
work and ability, with better managers receiving better ranks.⁵ A manager’s rank in the
quarterly tournament is determined by relative performance on four dimensions: (1) a

⁴There are mixed results on whether people engage in asymmetric updating about good versus bad
news, see, e.g., Mobius et al. (2011), Barron (2019), Coutts (2018), and Schwardmann and van der
Weele (2019). For other types of evidence on motivated overconfidence see Charness et al. (2013), and
Hoffman (2016). There is also evidence for motivated beliefs in the domain of prosociality, with individ-
uals desiring to believe that they are a prosocial person (see Haisley et al., 2010; Gneezy et al., 2015; Di
Tella et al., 2015; Carlson et al., 2020).

⁵The firm cares not just about incentivizing high effort, but also about rewarding high ability, because
it wants to retain talented managers. The firm has used a version of the scheme for several decades, a
sign that it views the scheme as successful at rewarding good managers.
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measure of store profits that is designed to isolate manager contributions independent
of store characteristics and location;⁶ (2) sales growth; (3) a customer service rating by
an undercover “mystery shopper;” (4) an evaluation of the store manager by a regional
manager against centrally set criteria.⁷ A manager’s position in the distribution for
a given dimension puts him or her into one of several bands, with each band being
assigned a score. The score values increase approximately linearly going from the worst
to best band. The firm then multiplies the scores from the different dimensions to yield
an aggregate performance measure denoted the Base Bonus. This is then multiplied
by some extra factors – a group-based metric denoted Area Bonus, an extra factor for
top-performing managers denoted Top Performer bonus, and an extra bonus factor
for all stores – to yield a manager’s Final Bonus score.⁸ Finally, manager rank in the
tournament is determined by ranking the Final Bonus score (with tie-breaking), with
the best score being assigned rank 1.

The monetary amount of the performance bonus is calculated by multiplying the
Final Bonus score by 30 percent of the base salary. The bonus thus rises continuously
with rank and all ranks receive a prize. Because of the top performer bonuses there is
convexity at the top of the scheme. Figure A1 in the appendix shows the shape of the
incentive scheme. Managers get a substantial portion of earnings from the scheme: The
median bonus is equal to about 22 percent of the base quarterly salary. The strength
of incentives, in terms of the prize spread, is also substantial. The median bonus for
the best (5th) quintile of performance is about 36 percent of the base quarterly salary,
compared to only about 13 percent for the bottom quintile. A more “local” measure
of the strength of incentives is the reduction in earnings from dropping by 1 quintile.
Reflecting convexity, this is 8 percent of the base quarterly salary going from quintile 5
to 4, and about 4 percent for each of the quintiles 1 to 4.

2.3 Communication and feedback to managers

The firm’s communications to managers emphasize that managers can influence their
outcomes in the tournament, and try to foster pride and self-esteem in good tournament

⁶Profits are measured relative to targets constructed as predicted values from regressions of historical
store profits on store characteristics such as region, store age, etc.. Managers in stores withmore favorable
characteristics or locations thus face higher profit targets.

⁷The review by a senior manager evaluates adherence to, e.g., health and safety rules.
⁸Specifically, the Area Bonus is determined by averaging performance of the manager’s store on each

of the four dimensions with the performances of other stores in the nearby geographic area (there are
typically between 5 to 10 stores in an area), then ranking performance of the area relative to perfor-
mances of other areas on that dimension, and then splitting the ranking into bands each associated with
a score value. These scores are multiplied across the four dimensions to yield the Area Bonus score. Top
Performer bonuses are assigned to roughly the top 20 managers in the distribution. The extra bonus
factor for all stores is based on performance of the company as a whole.
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rankings. In one of the main internal communication to managers, for example, the firm
notes that by understanding the ranking scheme and concentrating on this, a manager
can “influence howmuch you earn each quarter.” The firm links tournament rank to self-
esteem by describing it as the key overall metric of being a good manager, by describing
the bonus as a reward, by emphasizing that the job is challenging and requires skill, by
how it describes top performers, and also through other means such as holding special
parties to honor highly-ranked managers.

The firm also gives managers detailed feedback about their performance every quar-
ter. Feedback comes in the form of a table, received by each manager, known as a “rank-
ing table.” In line with the central importance and salience of the overall rank as a
performance metric, the first column in the table is about rank, giving the complete
ranking of managers in the tournament. Subsequent columns give information about
the various sub-metrics that determine rank (absolute and relative scores on the individ-
ual dimensions, Base bonus, Area Bonus, Final Bonus, etc.). Figure C1 in the appendix
shows an example of how the table looks. Managers discuss the quarterly feedback with
senior managers in regularly scheduled meetings after each quarter. Thus, managers do
receive this feedback each quarter, although they can potentially forget the information
later on.

2.4 Historical performance data

The company has shared its historical data on manager performance from Q1 of 2016
going back to Q1 of 2008. The data include overall performance, performance on each
of the dimensions that underly the aggregate performance measure, and a few pieces
of additional information such as how many assistant managers the manager chooses
to hire. Appendix B discusses additional details about the creation of the dataset. For
example, we discuss how the scope of the tournament has varied across some quarters
–nationwide in some quarters, but divided into a few large, regional tournaments in
others – and how we construct an exactly comparable measure of performance over
time.⁹ The analysis checks robustness to including or excluding quarters with regional
tournaments.

The historical performance data yield some descriptive statistics about the work en-
vironment and the managers. The average number of stores active in any given quarter
over the sample period is about 230, but the company has grown over time, reaching
about 300 stores by the end of the sample period. Managers sometimes switch stores
during their tenure. For example, among managers working in Q4 of 2015, which is the

⁹Rank in a regional tournament is a good proxy for nationwide rank, i.e., rank if there had been a
national tournament instead.
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quarter for which we elicited manager predictions, roughly 48 percent have switched
stores at least once during their tenure. Median tenure in the current store is 5 quar-
ters, and median total tenure at the company is 10 quarters. Over the sample period
the fraction of managers leaving the managerial job is around 6 percent per quarter,
with no significant time trends.

The data also shed some light on the determinants of performance in the tourna-
ment, showing that managers matter for tournament outcomes, although store char-
acteristics matter as well. For example, looking at managers who switch stores, a 1
standard deviation increase in the mean of a manager’s performances at his or her past
stores is associated with an increase of about 0.30 standard deviation increase in per-
formance at a manager’s current store, controlling for store characteristics.¹⁰ Another
indication that managers matter is the tendency for new managers to have worse per-
formance initially and improve over the first couple of months. This is consistent with
a role for manager ability or skill in contributing to performance, with managers im-
proving this trait over time on the job. This tendency has caused the firm to adopt a
policy of excluding new managers from the regular tournament in their first quarter
of tenure, and instead award bonuses based on easier metrics. Our empirical analysis
excludes a manager’s initial quarter at the firm.

2.5 Data on manager predictions, memories, and traits

Measurements of manager confidence about future performance and memories about
past performance were obtained in a lab-in-the-field study conducted with managers in
early Q4 of 2015. To conduct the study, researchers attended a type of regularly occur-
ring meeting organized by the firm, in which groups of roughly 8 to 10 store managers
meet with a more senior manager. These meetings took place in private rooms in vari-
ous locations, e.g., in store break rooms.

The study followed a standardized protocol across sessions (meetings in which the
study took place). Managers were seated at a table with dividers between them, and
were not allowed to speak to one another, to ensure that decisions were made individ-

¹⁰This result is based on regressing current store performance on mean performance at past stores for
managers who are present in Q4 of 2015 and who have switched stores at least once. By controlling for
store characteristics – store age, proxy for store size, train station location, indicators for 38 geographic
areas – we help rule out that managers have similar performance over time because the current store has
similar characteristics to previous stores (results available upon request). We also find that observable
store characteristics for the current store in Q4 of 2015, and the most recent previous store, are largely
uncorrelated, suggesting that the firm’s assignment policies for managers who switch do not involve
assigning managers systematically to the same type of store over time. Results of fixed effects regres-
sions are also consistent with managers mattering for performance; adding manager fixed effects to a
regression of performance on store fixed effects doubles the adjusted-R2 and the manager fixed effects
are jointly statistically significant (p < 0.01).

8



ually. The study materials were provided in written form, but there was also a verbal
summary of the instructions for each part by the attending researcher to ensure un-
derstanding (a researcher attended every session), and verbal instructions followed a
script to ensure exactly the same delivery of information across sessions. Piloting with
a few managers before the study made clear that the instructions needed to be very
simple and clear, as the managers were not used to participating in such exercises.

To address potential manager concerns about confidentiality, the researchers con-
ducting the sessions gave their academic affiliations, explained that they were not em-
ployed by the firm, and guaranteed that the managers’ individual responses would be
kept completely confidential from the firm and co-workers. It was also emphasized that
funds came from an academic grant and that checks would be mailed directly to the
managers’ home addresses, by the researchers, early in Q1 of 2016. Thus, no-one in
the company would ever learn the managers’ individual earnings in the study.

A total of 239 managers participated in the study. About 56 percent were female,
median age was 36, and median tenure at the company was 2.5 years. Managers re-
ceived a participation payment of about $20. The study was divided into 10 parts that
involved incentivized choices, with one randomly selected to be paid; on average man-
agers earned roughly an additional $20 in incentive payments from the study. There
were 32 sessions, with the earliest taking place on October 22nd, 2015 and the latest
taking place on December 7th, 2015. Of the 32 sessions, 22 took place in October. This
distribution of sessions over time lead to variation in how long ago managers had seen
the tournament results they were asked to remember, and how far in the future were
the tournament results they were asked to predict. The analysis therefore investigates
whether the timing of sessions is related to the accuracy of manager memories and
quality of manager predictions.

2.5.1 Measure of managers’ predictions of future performance

The lab-in-the-field study elicited managers’ predictions for how they would rank in the
upcoming (nationwide) tournament for Q4 of 2015. We focused on eliciting manager
predictions about rank because this is the central performance metric in a manager’s
work life, and because feedback about rank is particularly salient.

Managers were presented with a table with five rows, with each row corresponding
to a quintile, and were asked to guess whether they would be in the top 20 percent,
the second 20 percent, the third 20 percent, the fourth 20 percent, or the lowest 20
percent of the tournament ranking by ticking a box in the corresponding row (the
top row was the best quintile). In other words, managers were asked for their modal
quintile, based on their beliefs about the probabilities of different quintiles. The study
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provided an incentive to guess correctly: about $22 for getting it right. The managers
knew that researchers would check the outcomes of the tournament, once they were
available, and then mail payments in Q1 of 2016. See Appendix D for instructions for
the prediction measure.

Since our goal is to accurately measure manager beliefs, several features of the de-
sign were intended to minimize measurement error. The elicitation of predictions in a
proctored (workplace) setting, without distractions, and the combination of both writ-
ten and verbal instructions, was intended to minimize error due to inattentiveness or
lack of understanding. The incentives provided in the study were also designed to en-
hance attention. Furthermore, managers arguably already had substantial incentives
to overcome costs associated with thinking carefully about the tournament, due to the
large amount of money tied up in the performance bonus scheme. Another source of
measurement error would be if managers deliberately miss-represented their beliefs to
impress others. The confidentiality protocol for our study, however, should have min-
imized motives to state false beliefs in order to impress co-workers or the employer.
Managers could still try to impress the researchers with their responses, but providing
incentives for correct guesses is the standard remedy in experimental economics for
minimizing such motives. Furthermore, it is not clear that managers would expect re-
searchers to be impressed if they state confident beliefs that are subsequently checked
and verified to be wrong.¹¹

A different type of measurement error could arise because the study did not elicit
complete probability distributions from managers, i.e., the likelihoods that they at-
tached to ending up in each of the five quintiles. This was dictated by the need to
keep the elicitation as simple and naturalistic as possible. Piloting suggested that more
complex approaches, and the relatively complex rules needed to make responses incen-
tive compatible, would not be well understood. The key benefit of this approach is we
are confident that the managers understood what they were being asked. One potential
downside of this elicitation approach is that risk averse individuals might want insure

¹¹If managers habitually misrepresent their beliefs in their actual work setting, to impress co-workers
or the firm, it is conceivable that they might habitually misrepresent beliefs in our study, despite the
confidentiality protocol. To discuss whether this is plausible it is useful to distinguish between two types
of signaling motives. The first would be managers trying to signal confidence, i.e., private information
about high ability, by stating high beliefs. This is unlikely to be a viable strategy in the work setting,
however, since there is very rich public information about everyone’s past performance. A second motive
would be trying to signal overconfidence bias, if this is viewed as a favorable trait; given the rich public
information about past performance, managers could signal overconfidence by making overly optimistic
predictions. For such signaling to be possible, however, there seemingly need to be at least some truly
overconfident types among the managers, since signaling can only induce a belief in types that are of
non-zero measure. Thus, this type of signaling would itself suggest that overconfidence bias is present
among managers. There are some empirical reasons to doubt that overconfidence bias is viewed as a
favorable trait in the workplace, however, since we do not find that overconfident managers perform
better than other managers (see discussion at the end of the paper).
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themselves against poor performance on the job, by placing their bet on a low quintile
in our prediction measure. Any such hedging (i.e. insurance) motives, however, would
work against finding overconfidence. Thus, if managers engage in hedging, this source
of measurement error makes findings of overconfidence a lower bound. We also check
whether predictions are related to a measure of manager risk aversion, and find no
statistically significant relationship, which casts doubt on an insurance motive.

Models of motivated beliefs can predict that managers truthfully report beliefs in
our measure that are systematically overconfident (relative to what is justified given
their ex-ante information), under certain conditions that are not implausible for our
setting.¹² Relevant conditions for ego utility to play a role in generating overconfidence
include: (1) rank depends on managers and not just external factors; (2) rank is seen as
praiseworthy and relevant for self-esteem. As discussed in our description of the work
setting, both of these conditions apply in our case.¹³ If overconfidence is instead moti-
vated by a desire to motivate future selves, a possibility modeled in Bénabou and Tirole
(2002), a necessary condition is that effort and ability are complements. While comple-
mentarity is difficult to verify directly in our setting, it seems plausible. One reason is
that the convex incentive scheme fosters complementarity: All else equal, higher beliefs
about ability translate into more optimistic expectations about rank, which is associated
with a higher marginal benefit of effort due to convexity of the scheme.¹⁴ Models in
which individuals are motivated by anticipatory utility can also predict overconfidence
about rank, under the condition that disutility of “disappointment” when tournament
outcomes are finally realized is outweighed by anticipatory utility of overly-optimistic
interim beliefs during the tournament.¹⁵

¹²If overconfidence is prevalent then we could observe managers making predictions that are overly
optimistic on average. By contrast, standard (classical) forms of measurement error, due to factors such
as inattention, would imply mean-zero prediction errors.

¹³To the extent that ego utility is based on beliefs about having high ability or skill, rather than beliefs
about strong work ethic or high effort, the needed assumption for ego utility models to predict overcon-
fidence can be further refined: It should be the case that managers influence tournament rank at least
partly through ability and not just effort. As discussed in our description of the work setting, it seems
that both skill and effort must matter to some extent.

¹⁴Our setting also resembles situations described in Bénabou and Tirole (2011) as featuring comple-
mentarity of effort and ability. If effort and ability are instead substitutes, such models predict under-
confidence.

¹⁵Otherwise such models could predict “defensive pessimism” and thus underconfidence about rank.
One possible explanation for the minority of managers we find who are underconfident is heterogeneity
in disappointment aversion. Notably, a process of memory distortion could be one way that individuals
might minimize although not entirely avoid a negative impact of disappointment; rather than remember-
ing disappointments, individuals come to recall something more positive, which in turn fosters positive
expectations for the future.
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2.5.2 Measure of managers’ memories of past performance

Another part of the study asked managers to recall their rank in the most recent (na-
tionwide) tournament, which was Q2 of 2015. Managers had learned the results of
this tournament roughly two months earlier. Specifically, managers were asked to re-
call their rank and offered a payment of $1.50 for being within +/- 10 ranks of their
true past rank. The incentives provided for recall were smaller than in the prediction
task, because recalling a number that they had learned and discussed with a superior
is arguably easier than predicting the future. The instructions provided the header row
of the tournament outcome table from Q2, and circled the relevant column header, to
maximize clarity about what was being asked. Managers had to answer the question
on the spot, and could not talk to each other or use their phones to look it up, so the
question was a test of their memory. See Appendix D for the instructions for the mem-
ory measure. The study also asked managers to remember Q2 performances on some
of the sub-metrics that determined their rank; we discuss these in robustness checks on
the memory analysis.

Similar to the prediction measure, our design was intended to minimize measure-
ment error due to inattention or due to managers misrepresenting their memories for
some reason. The use of financial incentives, and a distraction-free environment for elic-
itation, were intended to foster attentiveness and reduce noise. The fact that substantial
workplace incentives are tied to the performance indicator that we ask the managers to
recall arguably implies that they should be willing to to pay cognitive costs of recalling
rank; we are asking them to recall something is that viewed as valuable information
in the workplace. Financial incentives, and confidentiality, were intended to minimize
any motives managers might have to overstate their recalled performance to impress
co-workers or the researchers. Also, it is unclear that being inaccurate in recall is some-
thing that is viewed as impressive. Unlike for the prediction measure, there was no
hedging motive for the memory measure, as it was retrospective rather than prospec-
tive.

Models of motivated beliefs provide a reasonwhymanager responses to ourmemory
measure might reflect truly inaccurate memories. These models imply that managers
could value remembering a good rank in Q2 of 2015, even if this deviates from the
truth, under similar conditions that lead such models to predict overconfidence.¹⁶ If

¹⁶For example, managers could have ego utility from (potentially falsely) positive memories of past
rank, under the condition that good rank is diagnostic of manager performance and relevant for self-
esteem, which is plausible in our setting. A corollary is that managers may be less motivated to distort
memory of performance metrics that are less tied to individual performance, a prediction that we ex-
plore in robustness checks for our analysis of manager memories. Alternatively, individuals who receive
negative signals could be motivated to implement falsely positive memories for instrumental reasons:
To shore up the confidence of future selves, and induce higher effort to overcome self-control problems
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this tendency is prevalent then the average recall error could involve remembering sub-
stantially better than actual performance, subject to some potential “reality constraints”
that bound how much memory can be distorted. Specifically, the models predict: (1)
managers with the best ranks in Q2 should have accurate memory, because they cannot
remember anything better, and there is no motive to remember worse; and (2) man-
agers who are below the top of the performance distribution, by contrast, may have
inaccurate memory, and these errors should be asymmetric in the direction of remem-
bering better than actual performance.¹⁷

Models of motivated beliefs also make a prediction about the relationship between
our memory and prediction measures at the individual level. The conditions that cause
these models to predict overconfidence also cause them to predict overly positive memo-
ries. Thus, the models imply that if we observe a manager making overconfident predic-
tions we should also tend to see them having overly positive memories, i.e., we should
observe a positive correlation between overconfidence and overly-positive memory.¹⁸

2.5.3 Measures of other manager traits

The study also measured some other manager traits in case these might be related to
overconfidence: Gender, as previous studies have found gender differences in overcon-
fidence for some types of tasks (e.g., Niederle and Vesterlund, 2007); experience at the
company (tenure), to allow investigating whether greater exposure to feedback might
be related to accuracy of predictions; and manager age, in case greater life experience
is related to reduced overconfidence. These traits are featured in the main analysis
as control variables. The study also included incentivized measures of willingness to
mis-report information, willingness to work on an addition task, knowledge and under-
standing of details of the firm’s incentive scheme, and risk aversion. Non-incentivized
measures include manager self-assessments of willingness to take risks, willingness to
compete, relative confidence, and patience (more information about these control vari-
ables is provided in Appendix E). We show in robustness checks that controlling for
these does not change our results. The study also included an experiment designed

(under the condition that effort and ability are complements). Motives related to anticipatory utility
could also seemingly provide a reason to value positive memories of past rank, as long as disutility from
negative surprises is not too strong, because these foster expectations of good future performance, and
thus generate positive anticipatory utility.

¹⁷With standard (classical) measurement error due to inattention, or imperfect but unbiased memory,
one should expect the average recall error across managers to be zero. Specifically, for the best performing
managers to have downward errors, the worst performing managers to have upward errors of a similar
size, and for errors in the middle of the distribution to be symmetric rather that skewed towards better
than actual.

¹⁸Standard measurement error in the prediction and memory measures would not predict that the
direction of errors should be positively correlated across the measures.
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to measure one potential aspect of an overconfident management style, unwillingness
to delegate; this is used as an outcome variable in the exploratory analysis on man-
agement style discussed at the end of the paper. The study also had some additional
measures of manager memories, about the sub-metrics that determined overall rank
in Q2 of 2015, which we discuss briefly in our analysis on memory, and more exten-
sively in Appendix K. Finally, the study involved some measures that are not used in
our analysis (Appendix U gives the full set of instructions for the lab-in-the-field study).

3 Reduced form analysis

3.1 Descriptives on manager predictions and empirical strategy for

identifying overconfidence

As a first look at the data, Panel (a) of Figure 1 shows the distribution of manager
predictions. The most salient feature is the skew towards predicting higher quintiles
(throughout the paper we order quintiles such that 5 is the best). Only about 10 per-
cent predict achieving the worst quintile, roughly 20 percent predict each one of the
intermediate quintiles, and 33 percent predict achieving the top quintile.

A comparison to realized outcomes in Q4, shown in Panel (b), suggests that man-
agers do have insights into predicting future performance: Achieved outcome and pre-
diction are significantly positively correlated, 0.47 (Spearman; p < 0.001). On the
other hand, Panel (b) shows that managers make ex-post prediction errors, and these
errors are asymmetric: 47 percent of managers bet on a higher (better) quintile than
their realized quintile, versus less than half as many, 17 percent, betting on a lower
quintile. In terms of magnitudes, the errors are larger in the optimistic direction: 1.8
quintiles conditional on predicting higher than the realization, versus 1.3 quintiles con-
ditional of predicting lower. On average managers predict a performance that is about
0.60 quintiles better than the realized quintile, a difference that is statistically signifi-
cant from zero (p < 0.001).¹⁹

Although the skewness of manager predictions towards the best quintile in Panel
(a) goes in the direction of overconfidence, this is not sufficient, on its own, to establish
overconfidence bias. As pointed out by Benoît and Dubra (2011), inferring overconfi-
dence from bets on the mode can be very misleading, without information about the
signals that individuals observe ex-ante. Indeed, Benoît and Dubra (2011) show that in
this case it is possible to rationalize almost everyone betting that their modal quintile is
the best quintile. For example, if individuals have flat priors and the private signal struc-

¹⁹This result is from an OLS regression of the prediction error on a constant term.
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Figure 1: Distribution of manager predictions about Q4 and comparison to Q4 realizations
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tures characterized by frequent, weakly-positive signals, then almost everyone can end
up thinking they are slightly more likely to be in the best quintile than lower quintiles.²⁰

The ex-post prediction errors shown in Panel (b) are also not sufficient to estab-
lish overconfidence bias, for similar reasons. Given flat priors, the appropriate private
signals could lead many managers to predict high quintiles, and given randomness in
tournament outcomes, ex-post errors are to be expected even if managers are fully
Bayesian. Burks et al. (2013) propose a statistical test that can assess whether ex-post
prediction errors are too extreme to be explained by the Bayesian model, even in the
absence of information about private signals. By leveraging the additional information
contained in realizations (and assuming that realizations reveal true types), the test im-
poses tighter restrictions than in the case of Benoît and Dubra (2011).²¹ Nevertheless,
ex-post errors must still be relatively extreme to allow rejecting the model, because un-
observed private signals give the model substantial flexibility. Applying their test to the
ex-post prediction errors of our managers, we cannot statistically reject the Bayesian
model.²²

²⁰Benoît and Dubra (2011) do not make claims that such information structures are generally plausi-
ble, but they point out the importance of taking into account the past signals that individuals have seen,
for identifying overconfidence bias. This problem can be mitigated by eliciting the full probability distri-
bution of beliefs about the likelihoods of all five quintiles, rather than just asking for the modal quintile as
we did. With this information on intensity of beliefs, it is possible to test the Bayesian model by checking
whether the average of posterior distributions across managers yields the (uniform) prior distribution
(law of iterated expectations). As discussed in Section 2, we did not pursue this avenue because of con-
cerns about managers not understanding the relatively complex methods needed to incentivize belief
distributions.

²¹The test uses the restriction that, for individuals with a given true type, the modal signal must be that
they are that type (otherwise the signal is not informative). The test therefore checks whether, among
those who predict a given quintile, the modal individual has zero ex-post prediction error.

²²The p-value of the test is close to 1. Burks et al. (2013) elicit the predictions of truckers about their
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While the evidence in Figure 1 does not by itself establish overconfidence bias, we
can augment our observations of manager predictions with the historical performance
data, and then test for overconfidence bias in a different way. The historical data include
what are arguably the most important ex-ante signals that managers should have used
to form predictions: past tournament outcomes. This gives us information about the
non-uniform priors managers should have had about their modal quintile for Q4 of
2015 based on observing these past public signals. Specifically, we can construct models
that use past tournament outcomes as predictors, and compare manager predictions to
what our model says they “should” have predicted. We denote discrepancies between
manager and model predictions as ex-ante prediction errors. Under the assumption
that tournament outcomes are the key (only) relevant signal, finding systematically
optimistic ex-ante prediction errors would be consistent with overconfidence bias.

A concern could be that it is too strong to assume that tournament outcomes are the
only relevant signal, and that managers have access to some kind of additional, private
signals. We check robustness to this issue in three ways.

First, we can use variation in how many signals, public and potentially private, that
managers have observed, due to variation in experience. If managers observed private
signals before starting the job, they could start with rationally overconfident priors, but
as they gain experience and observe more tournament outcomes, predictions should
come closer to our prediction models. Managers might instead observe private signals
once the job starts, in each period of employment, but they should still learn from
these, and thus become better at predicting future performance with more experience,
i.e., have smaller ex-post prediction errors. We can check these predictions in the data.

Second, we can use our measure of memories of past signals, checking whether
there is overly-positive memory about past tournament outcomes, and whether this
is related to optimistic ex-ante prediction errors. Such findings would be consistent
with managers being motivated to bias predictions towards overconfidence, but not a
Bayesian explanation for manager optimism based on private signals.

Third, we employ a structural model to further discipline explanations based on pri-
vate signals. In the model we use data on past tournament outcomes to calibrate what
managers’ priors should be based on public signals, and then ask if there is a structure
of additional, private signals that can allow the model to come close to rationalizing
manager predictions. The information about priors based on public signals places rel-

modal quintile on tests of numerical ability and IQ, and reject the Bayesian model because the ex-post
errors they observe are quite pronounced, e.g., for a numeracy test, 95 percent of those in the worst
quintile in terms of numerical ability predict being in quintile 3 or higher, and the average error is about
2.6 quintiles. By comparison, Panel (b) of Figure 1 shows that among our managers who end up in the
worst quintile for Q4, about 51 percent predict being quintile 3 or higher, and the average error relative
to ex-post realizations is about 1.8 quintiles.

16



atively stringent restrictions on the ability of private signals to rationalize manager
predictions.²³

Our approach of benchmarkingmanager predictions against predictionmodelsmakes
sense only if past tournament outcomes are informative for predicting future perfor-
mance; Table 1 shows that this is in fact the case. The table gives the frequencies of
managers ending up in different tournament quintiles in quarter t conditional on quin-
tile in t � 1. We denote this transition matrix Ẑ . The transition probabilities indicate
that the quintile outcome in any given quarter t�1 is predictive of the quintile outcome
in quarter t: The modal outcome is for that same quintile to occur in the next quarter.²⁴

Table 1: Quintile-to-quintile transition matrix Ẑ

Fractions of managers
Quintile in t

Quintile in t � 1: 1 2 3 4 5
5 0.05 0.11 0.15 0.26 0.43
4 0.11 0.17 0.21 0.27 0.24
3 0.17 0.23 0.27 0.20 0.13
2 0.24 0.26 0.23 0.17 0.10
1 0.43 0.23 0.20 0.09 0.05

N: 961 1,018 1,034 1,007 962

Notes: Best performance is quintile 5. The rows show
the average proportions of managers achieving differ-
ent quintile outcomes in the national tournament rank-
ing for quarter t conditional on a given quintile out-
come in quarter t � 1, using all quarters from Q1 of
2008 to Q4 of 2015. The number of observations differs
across quintiles in t � 1 due to attrition and opening of
new stores.

²³The restrictions are stringent because, given the informative public signals that they observe, many
managers should have strong beliefs about what quintile they are in, if they are Bayesian. When such
beliefs are strong, private signals must also be strong to move beliefs enough to change the mode, but
then this limits the number of managers who can be overconfident (relative to underconfident). This
is because, according to the law of iterated expectations, fixing the amount of underconfidence, there
can either be many individuals weakly adjusting their beliefs in the direction of overconfidence, or there
can be a few people strongly adjusting their beliefs in the direction of overconfidence, but there cannot
be many people adjusting beliefs strongly in the direction of overconfidence. While our main analysis
assumes that managers combine public signals with flat initial priors, we also consider whether over-
confident initial priors (at the start of the job) could rationalize the overconfidence that we observe for
experienced managers.

²⁴Another take-away is that quintiles 1 and 5 are particularly informative, in the sense of being persis-
tent: If a manager is in one of these quintiles in t�1, the likelihood that they will be in the same quintile
in t is relatively high. This feature of the information structure could be consistent with a normal-shaped
distribution of underlying manager ability: The mass of managers in the middle would have relatively
similar abilities, choose similar effort levels, and thus have tournament outcomes that are largely ran-
dom; managers in the tails would be quite different from everyone else in terms of ability and thus
consistently have the worst or best outcomes.
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3.2 Testing for overconfidence

Our first step in testing for overconfidence bias is to identify the best performing pre-
diction model out of a set of candidate prediction models. A natural class of models to
consider given our data is panel regression models, which predict a manager’s future
performance based on lagged values of past performance. For a given model we use
multinomial logit estimation to generate predicted probabilities of each quintile rank-
ing in Q4 of 2015 for each manager, and select the quintile with highest probability as
the prediction. Within this class of models, two specific questions we consider are: (1)
What is the optimal number of lagged performance outcomes for maximizing predictive
power; (2) should performance outcomes in a given past quarter be measured linearly
in terms of percentile of performance, or non-parametrically with separate indicators
for each quintile of performance?

It turns out that using a substantial number of lags (8 lags), and using the linear
specification with percentile of performance for each past quarter, delivers the best
predictive power in our model selection exercise. The exercise was based on cross-
validation, a simple machine learning technique that tests predictive power using ran-
domly selected “hold-out” samples (for details see Appendix F). The resulting predic-
tion model can be written:

qi,t = ↵+
t�9X

j=t�1

� j yi, j + ✏i,t (1)

Where the dependent variable qi,t , is performance quintile for manager i in quarter
t, and independent variables are performance outcomes in earlier quarters, yi, j, j 2
(t � 1, ..., t � 9). It is not surprising that the model does best when it includes a large
number of lags, as this entails estimation on a sample of (relatively experienced) man-
agers, for whom we have a large number of signals and thus better precision in assess-
ing individual manager types.²⁵ The robustness checks include estimating models with
fewer lags, and also using less parametric specifications.

Panel (a) of Figure 2 shows that the distribution of predicted quintiles from the
regression model is slightly u-shaped, with the highest masses for quintiles 1 and 5.²⁶

²⁵Better performance of the linear specification can be due to the fact that it provides a finer grained
measure of performance, compared to the less-parametric but also coarser specification using quintile
dummies.

²⁶Given infinite signals, the distribution should converge to a uniform, but in a finite sample, there
can be a u-shape because extreme outcomes are especially informative (Table 1). To see this, suppose
there are 5 types of managers, and the worst and best types are quite likely to have an outcome of 1
or 5, respectively, and never get an outcome of 3. Suppose the remaining types have a more uniform
probability of getting outcomes 2, 3, and 4, but also non-zero probabilities of getting 1 and 5. In a finite
sample, due to chance, some intermediate types could have modes of 1 and 5, but no high or low types
will have modes of 3.
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Figure 2: Distribution of multinomial logit predictions and comparison to manager predictions
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Notes: Predictions are in terms of quintiles of Q4 performance, with 5 being the
best. Prediction errors are also in terms of quintiles.

Panel (b) shows that many managers made predictions that are substantially different
from the predictions of the model, and these differences are much more frequent in
the overconfident direction: 48 percent of managers bet on a higher quintile than the
model says was most likely for them, versus 21 percent betting on a worse quintile. The
magnitude of the average error is substantial, 1.7 quintiles on average in both directions.
The average ex-ante prediction error is overly-optimistic, involving a prediction that is
0.47 quintiles better than the model predicts. The estimated coefficients of the baseline
model are reported in Columns (1) to (4) of Table F2 in the appendix.²⁷

The model parameters are estimated from a sample of tournament outcomes that
have random component, raising questions about statistical significance of the differ-
ences we find. Suppose that managers use the same model that we use, and are fully
informed about the true parameters of the model; our model prediction could still dif-
fer from the manager prediction because it suffers from estimation error. We use boot-
strapping to check whether the difference between manager and model predictions
lies within the bounds of this error.²⁸ Specifically, we re-estimate the model 100 times,
using samples drawn randomly from the data (with replacement), and each time gen-
erate predictions of the modal quintile for each manager. For a given bootstrap, we
calculate the distance of each manager’s bootstrapped prediction from the prediction
of the model based on the original sample, using the Euclidean distance metric (results

²⁷Most of the individual lag coefficients are not statistically significant individually, but this reflects
correlated performance over time for managers. The coefficients are highly significant in a joint test (�2;
p < 0.001) and fit is improved by including all of the lags.
²⁸In contrast to this scenario, if the managers have to estimate the parameters as we do, using the same

data, then their predictions should accord with our predictions precisely, and we do not need confidence
intervals to reject that the model and manager predictions are the same.
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hold using alternative metrics or statistical tests, see Appendix F.2).²⁹ Summing up
these distances across all managers gives a total (Euclidian) distance between a given
bootstrapped distribution of bets and the distribution of bets generated by the original
model. This procedure yields a distribution of 100 distances, which gives bounds on
the sensitivity of our model predictions to sampling error. The distance of observed
manager predictions from the original model predictions lies far in the tail of the boot-
strapped distances (beyond the 99th percentile); see Figure F1 in the appendix. Using
a similar approach it is also possible to reject at the 1-percent level that the degree of
asymmetry towards overconfidence that we observe, comparing manager predictions
to model predictions, lies within the bounds of the asymmetry that could be generated
by noise in our model.³⁰ Thus, estimation error in our model does not appear to explain
why manager and model predictions differ.

A different reason why manager predictions might deviate from those of our se-
lected model is if some of the assumptions underlying our model are wrong, and man-
agers therefore use an alternative model. Table F1 in the appendix summarizes robust-
ness checks based on a range of modifications to our multinomial panel regression
model, with corresponding coefficient estimates reported in Tables F2 and F3.

For example, one robustness check addresses the fact that our candidate prediction
models implicitly assume that managers come to the job with flat priors. If managers
start the job with (potentially rational) overconfident priors, however, due to private
signals received before starting the job, then they could make predictions that are more
confident than our incorrectly specified model initially, although this should diminish
with experience if they are Bayesian.We look at amodel with only 3 lags, because such a
model can include managers with as little as one year of experience, in contrast to the 8
lag model, which uses only managers with more than two years of experience. Table F1
shows a very similar degree of manager overconfidence relative to this model, so there
is no sign that overconfidence is larger in a sample that includes managers who have
had less feedback, contrary to an explanation based on private signals received before
starting the job.³¹ Additional analysis provide in Figure I2 in the appendix shows that

²⁹The total Euclidean distance is just a monotonic transformation of the fraction of managers who
differ from the model. We focus on Euclidean distance because it naturally generalizes to situations
where we are computing the distance between vectors that do not all have 0 or 1 entires, something that
arises later in our analysis when we simulate some versions of our structural model.

³⁰For each of the bootstraps we calculate the fraction of bootstrapped predictions that are overconfident
relative to the original model minus the fraction of bootstrapped predictions that are underconfident.
This yields a distribution of 100 differences. The corresponding difference comparing actual manager
predictions to the predictions of the original model is beyond the 99th percentile of the distribution (see
Figure F1 in the appendix).

³¹This is not to say that managers do not start the job with overconfident priors; indeed, if we look
solely at recently hired managers (less than one year of experience) we see a distribution of predictions
that is skewed towards higher quintiles, similar to what we observe for the sample as a whole (see
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the magnitudes of ex-ante prediction errors are also not decreasing with experience,
comparing managers with less than two years experience to managers with at least
two years experience (we also find that ex-post prediction errors do not diminish with
experience).³²

Other robustness checks summarized in Table F1 address implicit assumptions of
our set of candidate prediction models regarding time stationarity of the environment,
and time stationarity within managers, e.g., by using only recent quarters to estimate
model parameters, or using only quarters from a manager’s current store.³³ We con-
sistently see that manager predictions are significantly more confident than the corre-
sponding regression model predictions.

As another type of robustness check, we investigate whether manager predictions
might be well-explained by the use of some simpler, rule of thumb type predictors
based on past tournament outcomes. If so, this might indicate bounded rationality, but
motivated beliefs would not be needed to explain the data. One seemingly natural rule
of thumb is the manager’s most frequent quintile outcome in the past. Calculating each
manager’s modal quintile over past quarters, and dropping managers who do not have
a unique mode, yields the distribution of historical modes. It turns out that manager
predictions are substantially more confident than one would expect if they used the
historical mode: 43 percent of managers predict a higher quintile for Q4 of 2015 than
their historical modal quintile, compared to 25 percent predicting a lower quintile, and
the average prediction error is overly optimistic, by about 0.41 quintiles (see Figure
H1 in the appendix). In additional robustness checks we consider alternative rules of
thumb, and in all cases, manager predictions are significantly more confident than the
corresponding rule of thumb prediction. These results are summarized in the appendix
in Table H1.³⁴

Figure I1 in the appendix). In a robustness check we investigate whether tournament performance might
become more variable and less informative with manager experience for some reason; if so this could be
a Bayesian explanation for lack of learning. We find, however, little evidence for this (see Appendix I).

³²The rate of ex-post accuracy of predictions is 35.71 percent for managers with less than two years
of experience versus 35.16 for managers with two or more years. This argues against an explanation
based on managers learning from private signals each period on the job. Note that we would miss some
manager learning, if those who do learn their types tend to leave the firm, but this does not alter the
fact that those managers who remain should be more accurate than inexperienced managers, if they are
Bayesian. Furthermore, as discussed at the end of the paper, we find that manager overconfidence is not
significantly related to the probability of remaining at the firm. Thus, there does not seem to be much
scope for differential attrition on the basis of overconfidence to play a role in explaining our results.

³³One source of nonstationarity in the environment could be patterns of manager turnover, which
change the composition of manager abilities at the firm, and thus alter the predictiveness of lagged
tournament outcomes over time. Besides checking robustness to estimating our regression model using
only recent quarters, we check for time trends in the elements of the transition matrix Ẑ , and find little
evidence of nonstationarity (see Appendix G).

³⁴A different potential confound would be if managers are inattentive in our survey, and use a heuris-
tic of just choosing the top row of the choice table in our prediction measure. Because the top row
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3.3 Testing for biased memory

The evidence so far is consistent with managers exhibiting persistent overconfidence
bias, under the assumption that past tournament outcomes are the key signals man-
agers should be using to predict future tournament outcomes. Models of motivated be-
liefs offer an explanation for how individuals can be persistently overconfident, and also
generate an additional testable prediction, that individuals may be motivated to have
overly positive memories of past performance. In this section we investigate whether
there is support for this prediction, using our measure of manager memory of rank in
Q2 of 2015.

Figure 3 displays the raw data from our elicitation of manager memories, about
rank in Q2 of 2015, with values jittered slightly to preserve manager confidentiality.³⁵
The x-axis measures individual managers’ actual ranks in Q2, with 1 being the best,
and the y-axis shows managers’ recalled ranks. Whereas in the rest of the paper higher
numbers indicate better performance, in this figure we use smaller numbers for better
performance, since the question used to collect the recall data asked about rank.

A first observation about Figure 3 is that the best performing managers in Q2 of
2015 were quite accurate in their recollections. The lack of upward errors is mechan-
ical, but managers also have only small errors in the downward direction. This shows
that at least these managers could recall past rank accurately, and furthermore, it is
consistent with a motivation to have positive memories; with such a motivation, recall-
ing accurately that one had a top performance is attractive, whereas recalling lower
than actual performance is counterproductive.

A second notable feature of Figure 3 is a clear increase in the frequency of managers
with inaccurate memories, as soon as one goes below the top ranks, and a tendency for
these memory errors to be asymmetric in the direction of recalling better than actual
performance. The correlation between an indicator for being inaccurate, and rank in
Q2 of 2015, is statistically significant (Spearman; ⇢ = �0.27; p < 0.001). As shown in

corresponded to the best quintile, this could lead to the appearance that managers are systematically
overconfident relative to our prediction models, but due to inattention. There are several reasons why
this does not seem to drive the results. First, as shown in Panel (b) of Figure 2, much of the overconfi-
dence we find is not due to managers predicting the best quintile. Second, we used the same table format
to elicit manager predictions about their performance quintile in one of our incentivized math tasks (see
Part 5 of the instructions provided in Appendix U). There we see only 11 percent predicting the best
quintile, in contrast to 30 percent predict the best quintile in the workplace tournament (Panel (a) of
Figure 1). This suggests that the table format per se does not lead to the extent of predicting the best
quintile that we find for manager predictions about the workplace tournament. Finally, we did not elicit
manager memories using a choice table, so a choose-the-first-row heuristic would not explain evidence
of biased memory, or a correlation of biased memory with overconfident predictions.

³⁵Jittering involves adding a small random mean zero perturbation to the values. Without jittering,
the firm could in principle use its knowledge of the Q2 ranking to infer individual managers’ reported
memories from Figure 3.
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Figure 3: Recalled performance for 2015Q2, by actual performance

0
10

0
20

0
30

0
R

ec
al

le
d 

ra
nk

 (1
 is

 b
es

t)

0100200300
Actual rank (1 is best)

Manager (jittered)
Recalled = actual line
Mean recall by rank decile

the figure, the tendency for recall errors to be in the better than actual direction results
in the average recalled rank, by decile of actual rank, always being above average actual
rank. Overall, 56 percent of managers have “flattering” recall errors, compared to 24
percent having “unflattering” errors, and the average recall error involves recalling a
performance that is more than 30 ranks better than actual, with the error significantly
different from zero (t-test; p < 0.001). The asymmetry in recall errors is strongly appar-
ent for managers in the middle of the Q2 performance distribution, so it is not driven
by managers at the bottom of the distribution for whom floor effects force recall er-
rors to be in the positive direction. This asymmetry matches the prediction of models
of motivated beliefs in which individuals are motivated to have positive memories; as
performance worsens, managers may want to recall a better than actual performance.

A third observation about Figure 3 is that average recalled rank (by decile of actual
rank) does decline with actual rank, and the correlation of actual and recalled rank
is substantial, 0.71 (Spearman; p < 0.01). Thus, manager recollections are neither
completely random nor completely self-serving, but rather are tethered to actual past
performance. This is consistent with manager memories being subject to some “reality
constraints”, as is typical in models of motivated beliefs. We also observe variation
in the extent of memory distortion for a given actual rank, which could reflect some
randomness inherent in the memory distortion technology or could indicate individual
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heterogeneity in manager costs or benefits of memory distortions.³⁶
The conclusions from Figure 3 also hold up in regression analysis, which allows ad-

dressing some potential concerns related to the fact that performance in Q2 of 2015 is
not randomly assigned. Column (1) of Table 2 presents results of a Probit regression
where the dependent variable equals 1 if a manager has an inaccurate memory and 0
otherwise; the results show that a 1 s.d. increase in Q2 performance is associated with
a decrease of 0.12 in the probability of having inaccurate memory. Such a relationship
could, however, be endogenous due to omitted variables. For example, some manager
trait, e.g., lower cognitive ability, might foster both worse performance and inaccurate
memory.³⁷ This suggests a benefit of controlling for manager ability.³⁸ Column (2) of
Table 2 shows that being inaccurate is still significantly related to performance in Q2
of 2015, controlling for manager ability by using performance in Q3 of 2015 as well
as the mean performance across all pre-Q2 quarters. Thus, it is not good performance
in general that is associated with accurate memory of Q2 of 2015, but rather some-
thing special about a good performance in Q2 of 2015. Controlling for some manager
characteristics that could potentially affect both performance and memory – gender,
age, and experience – leaves the results unchanged.³⁹ In terms of the direction of recall
errors, Columns (3) to (6) show that having a worse Q2 performance is mainly associ-
ated with a higher propensity to have errors in the overly positive direction; there is a
weaker relationship of performance to the propensity to have unflattering errors.⁴⁰ In
Columns (7) to (8) the dependent variable is the difference between recalled and ac-
tual performance, and the coefficient on an indicator for inaccurate memory shows that
the average recall error is significantly different from zero in the direction of recalling
better than actual performance.

Robustness checks, reported in Appendix J, add controls for additional factors that
might conceivably affect the probability of mis-remembering, or the particular perfor-

³⁶Regarding potential sources of randomness in the technology, there might be idiosyncratic shocks to
the arrival of the types of information that can be used to construct positivememories, leading to variation
in memory distortion across managers in a given quarter (and across quarters for a given manager).

³⁷This would be akin to the Dunning-Kruger effect, in which low ability people make worse predictions
about relative performance (see Kruger and Dunning, 1999), but for memory rather than predictions.

³⁸A different explanation could be related to the convexity of the incentive scheme; managers who are
typically in the worse quintiles of performance might perceive a relatively lower incentive to remember
correctly, since the marginal benefit of effort is (locally) lower. This would also suggest controlling for
manager ability.

³⁹Interestingly, managers with more experience have a lower probability of having inaccurate memory,
but the relationship is arguably relatively weak, as it takes about 3.7 years (1 s.d.) of additional experience
for the probability to drop by 0.09. The fraction of managers who have inaccurate memories is 0.83 for
managers with 2 years or less experience, compared to 0.78 for managers with more than two years of
experience.

⁴⁰The imprecision in the estimates means that the difference in coefficients across Columns (4) and
(6), for Q2 performance, is not statistically significant (p < 0.36).
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mance that is remembered. These include the degree to which Q2 performance deviates
from a manager’s typical (mean or median) pre-Q2 performance, in case this affects
memorability, and the variance of manager past performance, in case managers with
more variable performances are less likely to remember a given quarter’s performance.
We also control for the time elapsed between end of Q2 and when memory was elicited,
to see if shorter duration is associated with more accuracy, and for a proxy for being
motivated by the incentives we offer for memory accuracy: willingness to work on an
incentivized addition task. Other controls include proxies for traits of attentiveness and
cognitive ability, based on incentivized questions testing knowledge and understand-
ing of details of the firm’s incentive scheme.⁴¹ Further controls include self-reported
manager traits, and other summary statistics of past performance, such as maximum,
median, and minimum career performances. Performance in Q2 remains the key ex-
planatory variable for memory of Q2, while these additional factors are by and large
not significantly related to manager memories.⁴²

Finally, in additional analysis we verify more rigorously that the asymmetric nature
of recall errors about rank is not driven by floor effects, and we check whether biased
memory is also present for other performance metrics besides rank. In Appendix J we
report results of estimating the specifications in Column (7) and (8) of Table 2 but
excluding managers in the bottom quintile of Q2 performance, and find similar results.
This goes against an explanation based on floor effects (Table J3 in the appendix).
In Appendix K we analyze some additional memory measures included in the lab-in-
the-field study, which asked managers to remember some of the different sub-metrics
that determined a manager’s rank in Q2 of 2015. We also find a systematic tendency
towards overly positive memories for all of the sub-metrics, pointing to the robustness
of the tendency to have overly positive memories of past performance on a range of
metrics.⁴³ Taken together, our findings are consistent with a specific structure of recall
errors predicted by a motivated beliefs explanation.

⁴¹One set of questions asked managers if they knew the maximum and minimum values used by the
firm to score relative performance on the four dimensions, and another question tested understanding of
the implications of the multiplicative value of the scheme, namely that higher variance in performance
across the four dimensions yields a lower bonus, holding constant average performance.

⁴²One exception is manager experience: Managers who are quite experienced have a tendency to
recall worse performances, leading to a modest decrease in the proportion with overly positive memories,
and increases in both the proportion with accurate memories, and the proportion with overly negative
memories. We discuss a possible interpretation of this pattern in the appendix.

⁴³Interestingly, the rate of memory accuracy is highest, and the asymmetry in errors is least pro-
nounced, for Area Bonus, a performance metric that is more group-based; this is suggestive of another
comparative static of some motivated beliefs models, in which the reason to distort memory comes from
a desire have positive beliefs about the self, as opposed to about outcomes in general (general optimism).
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3.4 Testing for a Link Between Biased Memory and Overconfident

Predictions

We have seen that, in the aggregate, managers are both more confident about future
rank than seems justified based on past histories, and also overly positive in their memo-
ries about past rank. Models of motivated beliefs predict, however, that these should be
positively correlated at the individual level. This is what we investigate in this section.

Table 3 presents regressions that investigate the hypothesized link between biased
memory and manager predictions. In Column (1) the dependent variable is manager
predictions about the most likely quintile in Q4 of 2015. The estimation method is
interval regression, which models the conditional mean of manager predictions while
accounting for the fact that the dependent variable is measured in intervals (right and
left censored).⁴⁴ Independent variables are standardized. Column (1) shows a signifi-
cant positive relationship between recalled performance from Q2 and predictions about
Q4, controlling for actual Q2 performance. Column (2) adds more controls for past per-
formance, and manager traits. The coefficient on recalled performance remains signif-
icant, and implies that a 1 s.d. increase in recalled Q2 performance is associated with
predicting about 0.5 quintiles higher performance in Q4. The coefficient on actual Q2
performance is half the size, and not statistically significant, consistent with managers
basing predictions mainly on remembered rather than actual past performance.

Columns (3) to (6) of Table 3 use two different indicators for overconfidence as the
dependent variables, to check whether having overly positive memories is associated
with overconfidence about the future. There is a significantly higher probability of be-
ing overconfident, according to both indicators, if a manager has a flattering (overly
positive) memory of Q2. The coefficient on manager experience is small and not statisti-
cally significant, so the likelihood of overconfidence does not diminish with experience.
In case tenure at the firm is endogenous to overconfidence, we checked robustness to
excluding experience from the regression, but other coefficients are qualitatively un-
changed (at the end of the paper we discuss empirical evidence that suggests tenure is
not in fact significantly affected by overconfidence).

Appendix L presents robustness checks on whether these results extend to using
other types of indicators for overconfidence, to using indicators of underconfidence,
and using non-binary measures of manager prediction errors and recall errors. Across
a wide range of different models, overconfident predictions are associated with overly

⁴⁴We prefer interval regression over multinomial logit in this case as the goal is to model the conditional
mean rather than produce predictions of modal quintiles. Results are similar, however, using multinomial
logit: more self-flattering memories of Q2 are associated with a lower probability of predicting low quin-
tiles.
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Table 3: Manager predictions and overconfidence as a function of recalled Q2 performance

Manager prediction Overconfident Overconfident
(rel. to mult. logit) (rel. to historical mode

(1) (2) (3) (4) (5) (6)
Recalled performance quintile for Q2 of 2015 0.55*** 0.43***

(0.17) (0.17)
Flattering memory about Q2 of 2015 0.20** 0.20** 0.18** 0.15*

(0.10) (0.10) (0.08) (0.08)
Performance percentile in Q2 of 2015 0.41** 0.21 -0.14*** -0.14** -0.07 0.01

(0.18) (0.17) (0.05) (0.06) (0.04) (0.05)
Performance percentile in Q3 of 2015 0.62*** 0.00 0.06

(0.15) (0.06) (0.04)
Mean performance percentile pre- Q2 of 2015 0.06 -0.11* -0.19***

(0.10) (0.06) (0.03)
Female -0.15 -0.14 -0.04

(0.23) (0.11) (0.08)
Age -0.09 -0.00 -0.07

(0.12) (0.07) (0.05)
Experience 0.02 -0.06 -0.01

(0.14) (0.08) (0.05)
Constant 3.08*** 3.16***

(0.11) (0.19)
Observations 170 148 75 75 128 120
Estimation method Int. reg. Int. reg. Probit Probit Probit Probit
Pseudo R2 0.101 0.157 0.115 0.152 0.044 0.187

Notes: Columns (1) and (2) report marginal effects from interval regressions, which correct
for the interval nature of the dependent variable (right and left censoring for each interval);
the dependent variable is the manager’s prediction about Q4 performance quintile. Columns
(3) to (6) report marginal effects from probit regressions. The dependent variable for Columns
(3) and (4) is an indicator for whether a manager predicted a higher quintile than the quin-
tile predicted by the baseline (8 lag) multinomial logit model. The dependent variable for
Columns (5) and (6) is an indicator for whether a manager predicted a higher quintile than
their historical modal quintile. Independent variables are standardized, so coefficients give
the change in the dependent variable (level or probability) associated with a 1 s.d. increase
in the independent variable. Performance percentile independent variables are constructed
as (recalled) rank expressed as a fraction of the worst rank in the corresponding quarter, and
then reversed so that higher numbers reflect better performance. Robust standard errors are
in parentheses.

positive memories.⁴⁵
Other robustness checks, reported in Table L7 of the appendix, show that results

are similar if we add additional controls. These include other moments of the distribu-
tion of past performance (median, mode, max, min), in case manager memories of Q2
are correlated with these other summary statistics of past performance. The regressions
also include days between eliciting manager predictions and the end of Q4 of 2015, as a
possible determinant of prediction accuracy; an indicator for valuing the magnitude of
incentives offered in our study, as proxied by willingness to solve incentivized addition
problems; proxies for traits of attentiveness and cognitive ability, based on incentivized
measures of knowledge and understanding of details of the firm’s incentive scheme, in
case biased memory and overconfidence might be related due to an omitted variable

⁴⁵Focusing on the 42 regression specifications that include the full set of controls, 41 have a coefficient
for the measure of manager recall that is of the expected sign, and 30 are statistically significant.
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of low cognitive ability; and controls for other manager traits. These controls are gen-
erally not significantly related to managers’ overconfident predictions, and leave the
key result unchanged, that overconfidence is significantly related to biased memory. Fi-
nally, Table L8 in the appendix shows robustness checks on whether the relationship of
overly positive memories to overconfidence remains similarly strong as manager expe-
rience increases; in our various specifications, interaction terms between the indicator
for overly-positive memories and manager experience are not statistically significant,
but the point estimates suggests that if anything the relationship is getting stronger
with experience. In summary, our reduced form analysis finds support for a signature
prediction of the motivated beliefs explanation for overconfidence, that persistent over-
confidence about the future goes hand-in-hand with overly-positive memories of past
feedback.

4 Structural analysis

We complement the reduced form analysis with estimation of a structural model. This
provides a way to discipline, and evaluate in quantitative terms, some explanations for
the data that are not fully addressed by the reduced form analysis.

As a baseline we start with a simple model of Bayesian learning from public signals.
This enables us to check whether our reduced form results on overconfidence are robust
to using an explicit Bayesian benchmark. It also allows us to refine some of our reduced
form tests for confounds, e.g., whether overconfidence could be explained by private
signals received before starting the job. The reduced form analysis tests the qualitative
prediction that such overconfident priors should be corrected with experience using,
e.g., an arbitrary threshold of seemingly substantial experience, two years. Our esti-
mated structural model can go further, generating quantitative predictions about how
quickly Bayesians should learn in our setting, and whether two years is a long enough
time horizon to correct overconfident priors.

We next extend the model in two ways. Each extension incorporate restrictions that
can be easily stated within the Bayesian framework, but which are difficult to translate
into a reduced form approach.

The first extension incorporates private signals to further discipline explanations
based on learning from such signals. One reason this is useful is because there are
signal structures that are not addressed by our reduced form approach of looking at how
prediction errors relate to experience. For example, if a private signal about a transitory
shock affecting store performance is received right before we elicit manager predictions,
this is not something that a manager could have learned with previous experience, but it
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could explain a deviation from our reduced form prediction model that uses only public
signals. In the context of our structural model, which incorporates the priors managers
should have based on past public signals, we can let the data tell us what structure
of additional, private signals would bring the model as close as possible to manager
predictions, including signals received at the time that we elicit manager predictions.
We can assess whether this signal structure has plausible features, and whether this best
fitting model can come close to the data in quantitative terms, rationalizing manager
predictions within standard confidence intervals.

The second extension explicitly models a process of belief formation based on biased
memory, along with sophistication and naïvete about such distortions, to see if this can
help explain the data in quantitative terms. Our reduced form analysis on memory, by
contrast, was qualitative, establishing support for a directional prediction, that overly
positive memory should be associated with overconfident predictions, but not asking
whether biased memory can explain the prevalence or size of overconfidence that we
observe. Our structural model generates for each manager a prediction about the pres-
ence and extent of overconfidence, and we can assess how close the model comes, in
quantitative terms, to matching the data on manager predictions. The rest of this sec-
tion briefly discusses how we formulate the baseline Bayesian model and then turns to
our two extensions.

4.1 Baseline Structural Model of Bayesian Prediction

The baseline model assumes that there are a finite number of periods t = 1, 2, ...T
corresponding to quarters. Each manager k has a type ak that takes on a fixed value
between 1 and 5 and is time invariant. Every period a public signal sk,t is generated for
each manager, taking on an integer value between 1 and 5. This is manager k’s quintile
in the quarterly tournament in period t. A manager’s signal is a stochastic function of
the manager’s type ak,t , i.e., sk,t depends partly on type but partly on luck. Denote by
pt(s|a) the probability of a given signal s, conditional on a particular type a, in time
period t. All information about the probabilities of signals associated with different
types can then be summarized in a 5 by 5 “type-to-signal” matrix denoted Pt . Each row
of the matrix corresponds to a type, and moving across the columns the pt(s|a)’s give
the probabilities of observing different signals for that type.

At any given time a manager will have a belief distribution f that captures the
probabilities that the manager assigns to being each of the possible types, with fk,t(a)
denoting the belief that individual k is of type a in time period t. Beliefs about types also
give rise to beliefs about what signal will be generated at the end of period t. Manager
posterior beliefs about signal probabilities are denoted g, with gk,t(s) =

P
a fk(a)pt(s|a).
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For example, if a manager thinks there is a 50/50 chance of being type 5 or type 4, then
gk,t(s) is constructed by combining the probability distributions for rows 5 and 4 of P
with equal weights.

The goal is to establish, in the context of the model, what individual should have be-
lieved about their probabilities of observing different signals, captured by gk,t(s). Given
gk,t(s), it is possible to specify on which signal an individuals should have bet (given our
assumption the manager bets on the modal signal). As researchers we do not, however,
observe manager type ak,t , P, fk,t , nor gk,t(s). Thus, these need to be estimated. For
details see Appendix M.1, we briefly summarize here.

Estimation of themodel is done in three steps. First we estimate a P̂ using observable
signal-to-signal matrixes denoted Zt (the average of these is the transition matrix Ẑ dis-
cussed above in Section 3). Second, we start with uniform priors about each manager’s
type, and then use P̂, each manager’s history of tournament outcomes, and Bayes’ rule
to calculate a posterior distribution across types for each manager. Third, we use the
posterior distribution across types to construct the posterior distribution of the proba-
bilities of different signals, our estimate of gk,t(s), and identify each manager’s modal
quintile signal for Q4 of 2015. Then, as discussed, we suppose that managers bet on
the signal they believe is most likely to occur.

We find that 45 percent of managers are overconfident relative to the baseline
Bayesian model, compared to only 26 percent underconfident, an asymmetry that is
quite similar to our reduced form results, and the average error is overly optimistic by
about 0.4 quintiles. The prevalence and size of overconfidence is very similar among
managers with more than two years of experience (47 percent overconfident). The
model parameters imply that managers should learn relatively quickly, and two years
is a long enough time horizon to correct even relatively extreme overconfidence in pri-
ors, supporting our reduced form approach of using a two-year cutoff. We find similar
results when we check robustness to altering various assumptions in the baseline model,
such as allowing for various forms of non-stationarity, or allowing for random choice
errors (of plausible magnitude) in manager betting behavior. See Appendices M.2 and
N for details. Bootstrapping the model, we find that we can reject statistically that the
model matches manager predictions. the Euclidian distance of manger predictions from
the model, which is 210, lies far in the tail of the distribution of distances derived from
bootstrapping the model. The difference in the observed fraction of managers who are
overconfident versus underconfident relative to the model also lies far in the tail of the
distribution of differences based on the bootstraps of the model (see Appendices M.3
and M.4).
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4.1.1 Model augmented with private information

We build on the Bayesian framework to allow for managers receiving additional, private
signals, and let the data tell us what form of signal structure gives the model the best fit,
and whether the model can come close to rationalizing manager predictions (details
are in Appendix P).

Suppose that after observing all public signals and having a posterior belief vec-
tor over types, managers receive a private signal. Since for Bayesians, signals are ex-
changeable in order, we can suppose that the private signal occurred in the last period,
i.e., Q3 of 2015, without loss of generality. These signals can either be interpreted as
summarizing a sequence of signals drawn over time about an underlying type, or as a
one-time set of signals, received right before the manager makes the prediction, that
give information about a shock (potentially transitory) that will affect the manager’s
type starting in the next period. There are 5 potential private signals, 1 to 5, and the
probability distribution over these signals may vary by manager type.⁴⁶ This private
information can be summarized in a 5 by 5 type-to-signal matrix, which we denote Q,
with the same interpretation as P in the baseline model, i.e., each row corresponds to a
type, and the entries give the probabilities of that type receiving the different possible
signals. It is possible to estimate the elements of Q that minimize the distance of the
model predictions from the observed manager predictions. Since realizations of private
signals are not observed, and cannot be fed into the model to generate predictions,
the model predictions are based on calculating the expectation across different possi-
ble private signals conditional on type as well as the different possible manager types.
The estimated Q thus minimizes the distance between what managers actually bet and
what the model predicts managers should bet on average (across many draws from the
private signal distribution).⁴⁷

The estimated best-fitting Q is shown in Appendix Table P1. While this Q gives the
best fit, this does not necessarily mean that model predictions come close to matching
manager predictions. As explained intuitively in Section 3, this is because the public
signals already give information about managers’ non-uniform priors, which places lim-

⁴⁶The proof of Theorem 4 of Benoît and Dubra (2011) shows that, when considering quintiles, consid-
ering at most 5 signals is sufficient to achieve the maximal distortion of beliefs towards overconfidence
with private information.

⁴⁷An advantage of a structural approach to addressing the issue of private signals is that it is straight-
forward to embed the relevant object – our matrix Q, as well as its restrictions (i.e. that the rows of Q
must sum to 1, or in other words the average posterior equals the prior) –into the estimation procedure.
We then find the best fitting Q via a simulated methods of moments. In a reduced form model, by con-
trast, we would need to simulate both the unobserved signals generated by private information as well
as the regression coefficient assigned to the impact of private information. Moreover, there is no simple
way to imbed the restriction that the average posterior must equal the prior. Imbedding this restriction
essentially amounts to moving to a structural approach, but without the explicit transparency provided
by the structural model and Q.
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itations on the ability of additional private signals to change a lot of managers’ beliefs
towards predicting higher quintiles. Indeed, we see that the model falls well short of
generating the deviations from baseline model predictions that we see for managers. In
fact, private information provides only a slight improvement over the baseline Bayesian
model: 43 percent of observed bets are overconfident, and 25 percent underconfident,
relative to the predictions of the model with private information (recall this was 45
percent and 26 percent for the baseline model without private information).⁴⁸

To assess statistical significance of the difference between the predictions of the
model with private signals and manager predictions we simulate the model 100 times
(see Appendix P for details). For each simulation we calculate the Euclidean distance of
the simulated bets from the average betting behavior. This yields a distribution of 100
distances. It turns out that the distance of manager predictions from the average betting
behavior, which is 200, lies far in the tail of the simulated distances and we can reject
that the manager predictions lie within the bounds of the randomness in the model
at the 1-percent level. Also, the observed difference in the fraction of overconfident
versus underconfident predictions lies far in the tail of the distribution of simulated
differences, and we reject that the model can explain the observed asymmetry at the
1-percent level.

4.2 Model augmented with biased memory

In this section we augment the structural model to take into account the data on biased
memory. This may be expected to help the model better match the data onmanager pre-
dictions, for two reasons. First, if managers form predictions based on overly-positive
memories of past signals, this could help generate predictions that are more confident
than the baseline structural model. Second, incorporating individual-level variation
in memory distortion may help explain heterogeneity in manager overconfidence.⁴⁹
Our model incorporates individual heterogeneity in memory distortion in several ways,
which are disciplined by the memory data and suggested by theory. In estimating the
model we do not distinguish between different possible motivations for distorting mem-
ory, but merely seek to establish whether incorporating memory distortions can help
better match observed manager predictions. More details on our approach are provided
in Appendix Q.

⁴⁸For each manager the model generates a probability distribution over bets on the different quintiles
of the performance distribution. To provide theses summary statistics on the fractions overconfident,
accurate, and underconfident, we use modal bet predicted by the model for each manager, and compare
to the manager’s observed bet.

⁴⁹Indeed, we have seen that having overly positive memories is predictive of overconfidence relative
to reduced form predictors (results are also similar measuring overconfidence relative to the baseline
structural model, see Table Q1).
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Our first source of heterogeneity is in terms of whether managers are motivated to
misremember the past signals they have received. Somemanagers can be“unmotivated”
and simply remember their past signals accurately. However, we also allow for the pos-
sibility that some managers are “motivated” to distort memories. We incorporate a
technology for memory distortion by adding a “memory matrix”, denoted M , to the
baseline model. Each row corresponds to having received one of the public signals 1
to 5. Each column gives probabilities that the manager remembers signals 1 to 5 (i.e.,
quintile ranking). The data on manager recall provide a way to calibrate M . For any
given quintile of actual performance, the matrix uses the empirical frequencies of re-
membering different ranks that fall in quintiles 1 to 5 (we report M in Appendix Q).
The observed frequencies have several notable features. Memory distortions will most
frequently occur in the overly-positive direction; memories will be correlated with ac-
tual signals; there will be variation in the extent of memory distortion conditional on
a given signal. This latter feature introduces a second source of heterogeneity, within-
managers over time, which can be thought of as reflecting an inherent randomness in
the memory technology.⁵⁰ Managers are assumed to update beliefs each time they re-
ceive a new signal but using the remembered signal rather than the actual signal (the
remembered signal could be the same as the actual signal).

In formulating the model it is necessary to make assumptions about self-awareness,
as discussed in Bénabou and Tirole (2002) (which they refer to as metacognition). One
possibility is sophistication, in which case individuals do not have access to the actual
past signal, but take into account the motives of past selves, and M , when updating
beliefs. Even with full sophistication, the individual can still make overconfident pre-
dictions.⁵¹ At the other extreme, one could assume motivated managers are completely
naïve, treating remembered signals as the actual signals, also leading to overconfidence.
Perhaps more realistically, there could be heterogeneity in the degree of self-awareness
among motivated managers. We also allow for this third type of heterogeneity in the
model and empirically estimate it, assuming specifically that managers are either fully
sophisticated or fully naive, and then estimating howmany managers are best matched
by either assumption.⁵²

⁵⁰For more on this randomness, see discussion in footnotes for Section 3.3.
⁵¹In the case where M is fixed across individuals and over time and somewhat informative, as in our

approach, Compte and Postlewaite (2004) note that given sufficient signals sophisticates should learn
their true type. However, when M can be prior or history dependent (see, e.g., Gottlieb, 2010 and 2014),
beliefs may not converge to the truth, as M may become uninformative. We do not have enough data to
estimate different M for different histories of signals, so our model does not capture this latter possibility.

⁵²An advantage of a structural model is that it is immediately obvious how a sophisticate should update
in response to a signal (since they are a Bayesian, other than the fact they happen to misremember past
signals). In contrast, in a reduced formmodel, it less clear how to treat the distribution over actual signals
generated by a remembered signal. For example, the natural approach would be to run the regression
for each possible path of actual signals implied by the remembered signals, and then take the weighted
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Since little is known about the prevalence of motivated versus unmotivated individ-
uals, or about different levels of self-awareness about memory distortion, we let the
data inform us about the most appropriate assumption for each manager – sophisti-
cated, naïve, or “unmotivated” (always remember signals accurately). To do this we
run 100 simulations for each manager, under each of the three different assumptions.
Taking the average betting behavior for each assumption, we assign the manager to
the type that has the smallest difference between the average betting behavior and the
manager’s actual bet. We arrive at 40 percent naifs, 31 percent sophisticates and 29
percent unmotivated.⁵³

Our next step is to assess the ability of the model to generate overconfidence, and
to fit the data on actual manager predictions. We do 100 simulations of the model with
each individual fixed to their assigned type (no memory distortion, naive or sophis-
ticated). This yields a bet for each manager for each simulation. Taking the average
across the 100 simulations gives expected betting behavior for each manager. We find
that the model generates average betting behavior that is substantially overconfident
relative to the baseline structural model: 33 percent of managers are overconfident and
17 percent are underconfident. Recall that manager predictions entail that 44 percent
overconfident and 25 percent underconfident relative to the baseline model.⁵⁴ Thus,
the model with biased memory generates a similar difference of overconfident versus
underconfident managers as the data on manager predictions, although the prevalence
of both biases is still somewhat smaller than in reality. Moreover, comparing managers’
observed bets to the predictions of ourmemorymodel, we see that deviations are largely
symmetric: 24 percent of individuals are overconfident and 23 percent are underconfi-
dent relative to the memory model.

To assess whether the model’s predictions are significantly different from man-
ager predictions, we use the fact that the 100 simulations yield a distribution of 100

average. But this implies that an individual who thinks with 50 percent chance they had a signal of 2,
and with 50 percent chance they had a signal of 4, would be treated similarly to an individual who thinks
they had a 100 percent chance of a signal of 3. However, it seems natural that an individual would infer
very differently in these two circumstances. If signals are highly informative, in the first case they could
have a bimodal distribution with most weight on 2 and 4, while in the latter case, they could have a
unimodal distribution with most weight on 3.

⁵³One caveat is that turnover in the manager population could cause these sample estimates to be
biased relative to the fractions present in the worker population as a whole. Suppose that managers who
are sophisticated, or who are unmotivated to distort memory, are more likely to leave the firm over time,
because those with low ability recognize this and leave the firm. In this case the sample that we use,
which requires managers to be present long enough to have an estimated type, is missing some of the
sophisticates and unmotivated managers who are present in the population as a whole.

⁵⁴For each manager the model generates a probability distribution over bets on the different quintiles
of the performance distribution. To provide theses summary statistics on the fractions overconfident,
accurate, and underconfident, we use modal bet predicted by the model for each manager, and compare
to the manager’s observed bet.
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Euclidean distances from average betting behavior. The Euclidean distance of man-
ager predictions from average betting behavior (conditional on ourmemory-augmented
model being true) is 135, which lies at the 90th percentile of the simulated distances.
The difference in the fractions of overconfident versus underconfident managers lies at
the 87th percentile of the simulated distribution of differences. Thus, unlike for previ-
ous versions of our structural model, we cannot reject that this version matches man-
ager predictions at conventional significance levels. Furthermore, the distance between
manager predictions and the model, at 135, is substantially smaller than for other mod-
els, e.g., the distances for the baseline model and the model with private information
are both at least 200. One concern is that the model comes closer to the data because
the various sources of heterogeneity give extra degrees of freedom, but even with zero
heterogeneity and assuming the type that gives the worst fit, e.g., assuming all mo-
tivated sophisticates, the distances between the model and manager predictions are
still smaller than for other versions of the structural model (Appendix Q). The model
is clearly still far from perfect in terms of capturing all nuances, but we conclude that
incorporating biased memory is a move in the right direction in terms of helping to
explain the observed overconfidence in quantitative terms.

5 Discussion and Implications

The findings in this paper are consistent with managers being overconfident about their
future relative performance in the workplace, despite substantial feedback. The evi-
dence of overly-positive memories of past feedback, and a link between these and over-
confident predictions, points to an explanation based on motivated beliefs. This is not
to say that motivated beliefs are the entire explanation for the observed overconfidence;
there could be other factors at work as well, both rational and psychological.

Evidence of motivated beliefs and biased memory in the field has important im-
plications for economic theory. It implies that overconfidence can be a persistent phe-
nomenon in field settings with feedback, in contrast to standard models of belief forma-
tion. It also changes the ways that individuals respond to feedback, relative to standard
theories of information provision and optimal feedback, and it implies that variables
that should not matter for behavior in standard models may influence decisions. For
example, presenting feedback in ways that are less “ego-threatening” might matter for
belief updating. There are also implications for theories of optimal incentive design if
agents are persistently overconfident.

A motivated beliefs explanation for overconfidence also has different implications
for welfare and policy, compared to if overconfidence is a cognitive mistake. In par-
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ticular, it becomes less obvious that one should implement policies to minimize over-
confidence. For individuals, welfare losses that arise because of making choices based
on biased beliefs could be offset by an intrinsic utility benefit of positive beliefs, or by
benefits in terms of counteracting other biases. From the perspective of a principal, bi-
ased beliefs might lead managers to make mistakes on the job, but there could also
potentially be offsetting benefits, e.g., if it greater confidence counteracts self-control
problems.⁵⁵ On the extensive margin, overconfidence might make managers overesti-
mate the value of employment relative to the outside option, with the benefit to the
principal of relaxing the participation constraint.

Although opening the black box of managerial performance is not the focus of this
paper, our data can shed some light on whether and how manager beliefs feed into
the ways that managers perform and make decisions. One caveat is that the sample
of managers is relatively small, to study determinants of managerial performance, and
there are limited outcomes on decision making that we can study. Another caveat is
actually a methodological implication of our evidence that beliefs are motivated. Once
overconfidence is motivated it is endogenous, which may complicate efforts to under-
stand the impact of overconfidence on outcomes such as performance. For example,
suppose that some individuals have self-control problems in the form of present-biased
preferences. Those with self-control problems may anticipate poor performance in the
future, and thus implement overconfident beliefs. If the overconfidence does not com-
pletely counteract self-control problems, there could actually be a negative correlation
between greater confidence and performance, but this would conceal a positive effect,
because the counterfactual would have been even worse performance. This method-
ological implication is potentially important for interpreting past and future empirical
research on overconfidence.

With these caveats in mind, we regressed different aspects of future manager per-
formance (from Q1 and Q2 of 2016) on manager predictions about Q4 of 2015, as well
as various binary indicators for overconfidence. It turns out that managers who are
overconfident about Q4 of 2015 do not do any worse, or better, in terms of overall fu-
ture performance compared to other managers.⁵⁶ Digging deeper into the underlying
dimensions of performance, however, there are differences. Overconfident managers
have higher profits, but they also have worse customer service scores (these results are

⁵⁵See, e.g., Hvide (2002), Bénabou and Tirole (2003), Fang and Moscarini (2005), Gervais and Gold-
stein (2007), Santos-Pinto (2008, 2010), De la Rosa (2011), and Foschi and Santos-Pinto (2017) for
discussions of implications of biased beliefs for contract form, performance, and welfare.

⁵⁶One confound is if overconfident managers are assigned to systematically different types of stores,
which have characteristics that matter for future performance. For this reason the analysis controls for
store characteristics. We also explore whether our various indicators for manager overconfidence, and
measures of other manager traits, are significantly correlated with store characteristics, but find little
evidence of a systematic relationship.
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generally statistically significant but not in all specifications; Appendix R provides de-
tails). The findings are intriguing, as they suggest the possibility that overconfidence
might be associated with strengths and weakness on different aspects of the job. Over-
confidence might also be related to a manager’s tendency to stay at the firm, if it causes
managers to value the job more relative to outside options. Using different indicators
for overconfidence, point estimates suggest lower hazard rates of leaving the firm for
overconfident managers, but these differences are relatively small and not statistically
significant (see Figure S1). One explanation for the weak relationship could be that
the managers’ overconfidence is not entirely job-specific, and inflates estimates of their
outside options as well.

To explore how manager beliefs are related to managerial decision-making, we re-
lated some indicators of management style to our measures of manager overconfidence.
One finding is that overconfident managers tended to hire fewer assistant managers
than recommended by store-specific guidelines provided by the firm (results are less
precisely estimated for some of the binary indicators; details are in Appendix T). This
suggests a type of overconfidence in terms of being able to manage the store without ad-
ditional help. It could also potentially contribute to higher profits, because hiring fewer
assistant managers reduces the wage bill, but it could seemingly also have downsides,
e.g., possibly harming customer service. Managers with overconfident predictions also
exhibited a type of overconfidence in management style in a measure collected in the
lab in the field study. Specifically, overconfident managers were more likely to be willing
to pay a cost, to be able to choose for a worker which of two brain teaser problems to
try to solve, rather than allowing the worker to choose which one to solve (empirically,
the two questions were equally difficult). Manager payoffs depended on the worker
getting the answer correct; for more details see Appendix T. This suggests that over-
confident managers could tend to think that they are better able to assess task difficulty
for a worker than the worker himself, even in situations where this is unlikely to be the
case. Although correlational and exploratory, these findings provide a starting point for
future research on how overconfidence shapes managerial style.

A final point is that our analysis, like much of the literature, focuses on overconfi-
dence. There is a smaller literature, however, that discusses underconfidence (e.g.the
original Kruger and Dunning, 1999, analysis finds that very competent individuals are
underconfident). Our results demonstrate that while overconfidence is more prevalent
in our field setting, some individuals exhibit underconfidence. This heterogeneity, and
the reasons for it, are an interesting area for future research.
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