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Abstract— An early warning system for air quality control 

requires an accurate and reliable forecasting of pollutants in 

the air. Monitoring and stabilizing air quality has become one 

of the most essential challenging tasks in the cities today. The 

quality of the human life in cities is depending upon the 

quality of ambient air. Hence, air quality assessment and 

prediction has become an important study area. Traditional 

approaches depend on numerical methods to estimate the air 

pollutant concentration and require lots of computing power. 

To tackle this issue, a tendency to apply the extensively used 

deep learning techniques on the Visakhapatnam air quality 

data. The aim of this research paper is to investigate deep 

learning techniques for air quality forecasting. Hourly 

meteorological parameters as well as the air pollutant 

concentration values were used as input to recurrent neural 

networks and to perform air quality prediction. Deep learning 

frameworks such as Recurrent Neural Networks (RNN), Long 

Short-Term Memory (LSTM) and Gated Recurrent Unit 

(GRU) models are proposed and compared with state-of-the-

art. The experimental verification of the models was 

conducted on Visakhapatnam air quality data for the period 

July 1, 2016 to May 17, 2018. The results are encouraging and 

it was demonstrated that implementation of these techniques 

could be very effective in predicting air quality. Further, these 

models may be enhanced by implementing bidirectional 

mechanism in recurrent layer. 
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I.  INTRODUCTION 

Human beings would not have a society if they destroy the 
environment. Environmental pollution is an incurable disease. 
It can only be prevented! Air pollution is one of the major 
types of environmental pollution. Air pollution is an important 
environmental issue that has a direct effect on human health 
(asthma, lung cancer, brain damage, liver damage, allergic 
reactions wheezing& bronchitis) and ecological balance [1-2].  
In general, the Air Quality Index (AQI) is used to distinguish 
the air quality level. The AQI levels in developed cities like 
Delhi, Agra (Taj Mahal) are increasing at an alarming pace [3-

4]. Hence, analysis and evaluation of air quality is one of the 
most primary concerns for us today.  

Geographically, each and every region has its own notable 
features. As a reason, better results could be achieved if air 
quality research is carried out region wise. This gives a broader 
elevation to features like population, industries located; 
automobiles in the region etc. and can be studied with more 
inference. As a reason, this research concentrates to carry out 
the proposed methodology for the city Visakhapatnam.  

The air pollutants, e.g., PM2.5, PM10, NO,NOX, NO2, NH3, 
SO2, CO, Ozone, Benzene, Toluene, and Xylene as well as 
meteorological parameters (temperature, relative humidity, 
wind direction, solar radiation, pressure) have been used in the 
present study to analyze the air quality in city Visakhapatnam. 

Many researchers have been proposed various models for 
predicting air pollution. The traditional approaches for air 
quality prediction models use mathematical and statistical 
techniques. However, these methods were lengthy and 
inefficient approach for better output prediction [5]. Artificial 
intelligence (AI) based techniques have been proposed as 
alternatives to traditional statistical ones on forecasting urban 
air pollution. There are several AI techniques which have been 
proposed as feasible and dependable ways for air pollution 
forecasting, such as artificial neural networks (ANNs), support 
vector machines (SVMs), and fuzzy logic [6]. Recently, deep 
learning techniques can extract representative for air quality 
prediction when compared to shallow methods [7].  

This paper presents deep learning based approaches for 
predicting air ambience in Visakhapatnam. The main 
contributions of this research paper are: 

 RNN, LSTM and GRU based frameworks for 
forecasting concentrations of air pollutants in 
Visakhapatnam are proposed. 

 Experimental analysis has been carried out on dataset 
of Visakhapatnam and the proposed models achieved 
superior results over baseline approaches. 
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II. RELATED WORK 

Deep learning methodology has accomplished outstanding 
results in sequence data processing, such as image captioning 
[8], speech recognition [9], house price prediction [10], traffic 
speed prediction and traffic accident risk prediction [11]. In 
those tasks, deep learning methods have outperformed 
conventional machine learning methods. Inspired by this, 
people are trying to use deep learning representations for 
example Recurrent Neural Networks (RNNs) and Long Short 
Term Memory (LSTM), to perform air pollution forecasting. 
Several studies [12, 13, 14, 15, and 16] have been done to 
examine the applicability of deep learning techniques in air 
quality forecasting, and the results demonstrate the advantages 
of deep learning. Currently, RNN based LSTMs, GRU have 
been gaining popularity in air pollution forecasting because of 
their capability to model long term dependencies. 

Recently, Zhongang Qi et al. [17] combined deep learning 
with a spatiotemporal method for interpolation and air quality 
prediction in Beijing, China. Vikram Reddy et al. [18] 
accompanied a series of experiments for applying LSTMs to 
air pollution prediction on the Beijing dataset. However, this 
model only examined the correlation between meteorological 
conditions and PM2.5 while present work evaluates additional 
air pollutants information (PM10, NO, NOX NO2, NH3, SO2, 
CO, Ozone, Benzene, Toluene, and Xylene) using RNN, 
LSTM and GRU models. 

III. THEORETICAL BACKGROUND AND METHODS 

This paper puts forward a RNN, LSTM and GRU based 
models for forecasting pollutant concentrations by considering 
temporal sequential data of a particular pollutant.  

Problem Formulation 

The hypothesis of these models are, given a temporal 
sequence data of pollutant concentration values and 
metrological parameters of a particular location, the models 
will capture the dependencies in the data and predicts the next 
hour pollutant concentrations. Given, metrological parameters 
m = {m1, m2, m3, m4, m5, m6} and pollutant concentrations xt, t 
= 1...T as a paired input X= {(m, xt)}, the objective of the 
proposed models are to recognize patterns and predict xt+1. At 
each time step, the models comprises of processing input, 
recurrent and output layers. 

Input Layer: This layer generates dense embedding of 
pollutant concentrations and metrological parameters by 
concatenation.  

Recurrent Layer: This layer generates hidden 
representations of uncovered sequential features from 
embedding vector xt

e. The hidden states ht are computed by 
using input from previous time step ht-1 and current input xt

e.  

 Output Layer: This final layer generates concentration 
values of next hour time step of the pollutant considered with  
yt . 

LSTM [12] is a special kind of RNN that improves gradient 
vanishing problem and has the capability of learning long term 
dependencies. The proposed architecture, RNN-LSTM is vital 
to enhance the prediction performance of concentration values.  

 In contrast to the RNN layer cell module, RNN-LSTM has 
three gates to preserve long term dependencies.  

The computations over states and gates at time step t are 
defined as follows: 

it = σ (Wxi xt +Whi ht-1 + bi) 

ft =  σ (Wxf xt +Whf ht-1 + bf) 

ot = σ (Wxo xt +Who ht-1 + bo) 

ct = ft * ct-1 + it * tanh (Wxg xt + bg) 

ht = ot * tanh(ct) 

Here, σ is the logistic sigmoid function. 

 I, f, o and c are input gate, forget gate, output gate, and cell 
activation vectors respectively.  All these vectors are of the 
same size as the hidden vector h. 

Wxi , Wxf, Wxo, Wxg   are projections. 

Whi , Whf , Who are recurrent weights. 

GRU is a significant kind of recurrent neural networks [19]. 
It was capable of learning long term dependencies. A well-
known variant network based on LSTM is the Gated Recurrent 
Unit (GRU). GRU is proposed by Cho et al. in 2014 [20] and it 
is an extension to LSTM network. Compare with LSTM, GRU 
does not maintain a cell state c and use 2 gates instead of 3. It 
consists of update (z) and reset (r) gates. They altogether 
include the balancing flow of data inside the unit. The GRU 
model is modest and has fewer parameters than LSTM, and has 
been shown to outperform or keep the same performance as 
LSTM on some tasks. It is very widespread and capable of 
processing sequence learning tasks [15]. Mathematically, the 
relationship between the update and reset gate of RNN-GRU is 
defined by a set of following subsequent equations:   

zt =  σ (Wz ht-1 + Wz xt) 

rt = σ (Wr ht-1 + Wr xt) 

c = tanh (Wc (ht-1 ⊗ r) + Wc xt ) 

ht = (z ⊗ c) ⊕ (1-z) ⊗ ht-1 ) 

Here, σ is the logistic sigmoid function and z, r and c are 
respectively the update gate, reset gate, and cell activation 
vectors, all of which are the same size as the hidden vector h.  

The RNN-GRU model was proposed as an alternative to 
the computationally expensive RNN-LSTM model.  

These models are trained for learning parameters by 
gradient descent optimization technique. The loss function used 
in this model is mean square error (MSE) function. Finally, 
training is carried out for fixed number of time steps using 
back propagation through time (BPTT). 

IV. EXPERIMENTAL SETUP 

The models are trained with the real time data collected 
from the Central Pollution Control Board (CPCB), of the city 
Visakhapatnam for the period July 1, 2016 to May 17, 2018 
[21]. This is an industrial city situated in coastal area with bowl 
type geographical structure located in state of Andhra Pradesh, 
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India [22]. The set of air pollutants and meteorological 
parameters used in this research study are shown in Tables 1.  

Table 1: Set of Air pollutants and metrological parameters 

Sno Parameters unit 

1 PM 2.5 ug/m3 

2 PM 10 ug/m3 

3 NO ug/m3 

4 NO2 ug/m3 

5 NOX ug/m3 

6 NH3 ug/m3 

7 SO2 ug/m3 

8 CO ug/m3 

9 Ozone ug/m3 

10 Benzene ug/m3 

11 Toluene ug/m3 

12 Xylene ug/m3 

13 Ambient Temperature 0C 

14 Relative Humidity % 

15 Wind Direction degree 

16 Solar Radiation W/mt2 

17 Pressure mmHg 

18 Rain Fall mm 

 

 

Data obtained from the aforementioned source has to be 
preprocessed as noisy data affects the performance of the 
forecasting model. Missing values add more noise to data [23]. 
For the proposed model, missing values were imputed by mean 
values of the respective parameter [24]. Thus, the final dataset 
considered has 14,379 samples for each pollutant.  

The objective of this paper is to develop a framework to 
predict the air pollutant concentration of the next hour on the 
basis of the past air quality data. Performance obtained by 
RNN, RNN-LSTM and RNN-GRU have to be evaluated 
empirically [25]. The metrics considered for evaluation are 
Root Mean Squared Error (RMSE), Mean Absolute Error 
(MAE) and Coefficient of Determination (R2) [17]. 

The dataset randomly divided into two groups:  a training 
set that contains 70% of the original dataset, and the remaining 
30% used as a test set for the models. The division dataset into 
training and test sets might be sensitive to the randomly 
selected pollutants/ meteorological parameters. Therefore, to 
ensure that evaluation is not vulnerable to the randomness of 
the division step, we ran the models ten times, each time with a 
different partitioning. Cross validation is adopted to minimize 
the bias at the training phase. The results obtained on 

evaluation of RNN, RNN-LSTM and RNN-GRU models are 
compared against variants of base line regression technique 
Support Vector Regressor (SVR) [26-27]. The values obtained 
are depicted in Table 2. Comparison was performed with 
statistical technique, SVR with linear and non liner kernels. It 
is well known for its performance in fore casting time series 
data.    

The whole outcomes point out that RNN, RNN-LSTM 

and RNN-GRU models attains higher prediction accuracy 

when compared to SVR model. Despite the fact that, observed 

from the Table 2, RNN-GRU model is computationally 

efficient than an RNN-LSTM network, because of the 

reduction of gates, it still comes second to RNN-LSTM 

network in terms of performance. Consequently, RNN-GRU 

can be utilized when need to train faster and don’t have much 

computation power at hand. Mat plot of compared models are 

depicted in Figure 1. 
 

  

 
 

Figure 1: RNN-LSTM-GRU Models vs. SVR model 

Prediction performance graph 
 

A summary view of the model performance is given in  

Figure 2. 

 

Figure 2: Performance Graph of RNN- LSTM –GRU and SVR 

   models 
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V. CONCLUSION 

The construction of a simple and an effective tool for air 

quality forecasting is highly desirable. This paper proposed 

RNN, RNN-LSTM and RNN-GRU models given temporal 

sequence data as input that outputs pollutant concentrations. 

Real time data of the city Visakhapatnam air pollutant values 

is considered for experimental study. The performance 

comparison based on RMSE (Table 2) and the predicted 

pollutants graphs (Figure 1&2) shows that accuracy and 

effectiveness of given models. This study indicates that 

benefits gained from air pollution concentrations, 

meteorological features and deep recurrent neural networks 

can bring accurate air pollutants prediction. The proposed 

models shows significant key results in prediction PM2.5 and 

remaining pollutants based on historical meteorological data 

when compared to baseline model. 
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