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Abstract— Electrocardiogram (ECG) is the electrical 

trace of the mechanical and electrical activities of the heart. 

It provides information on the rhythm and functioning of the 

heart. ECG feature extraction and classification is the core 

of diagnosing cardiac disorders. Many techniques are 

reported for ECG feature extraction and classification. 
These techniques include Wavelet transforms, Principal 

Component Analysis (PCA), Artificial Neural Network 

(ANN), Self Organizing Map (SOM) and Support vector 

machine (SVM). Though wavelet transforms are powerful 

tool for ECG feature extraction, they are limited by the 

choice of the wavelet.  Wavelet transform, along with ANN 

and a training of 20%, has reported a performance of 90% 

with regard to specificity, sensitivity and accuracy. The 

Performance levels obtained with other techniques are 

lesser. In this paper a novel scheme for ECG feature 

extraction and classification is proposed, based on ICA 
(Independent Component Analysis) and SVM. ICA is a 

statistical technique which linearly transforms the observed 

random data into components which are independent from 

each other. SVM binary classifiers are sample based 

statistical learning algorithms that construct a maximum 

margin separating hyper plane. A higher level of 

performance is demonstrated for all three performance 

parameters, with accuracy more than 95%.  Standard ECG 

signals available in MTB data base is used in this study. 

Keywords— Artifical Neural Network (ANN), 

Independent Component Analysis (ICA), Support Vector 

Machine(SVM).  

I. INTRODUCTION 

ECG contains a plethora of information on the normal 
and pathological physiology of the heart. ECG is clinically 

used to ascertain the health of the heart. It is difficult for a 

physician to visually analyze an ECG and arrive at 

conclusion. This calls for automated techniques for the 

analysis and classification of ECG signal. 

The most widely observed cardiac disorder is 

arrhythmias, the most lethal arrhythmia being Ventricular 

fibrillation (VF). Ventricular fibrillation is the result of 

uncoordinated contraction of ventricular muscles, making 
the ventricles fever instead of contracting. 

There are different techniques to extract features from 

ECG.  They include wavelet transform, spectral analysis, 

PCA and various other complexity measurement schemes 

[10]. Performance achieved with wavelet transform is 

limited by the choice of the wavelet.  PCA can bring out 

beat to beat changes in ECG features. Techniques for 

classification of ECG features include ANN, SOM and 

SVM.  ANN and SVM are machine learning techniques, 

where the weights get refined with learning. Figure1 shows 
the entire architecture of feature extraction and 

classification. 

 

Fig.1: Block diagram for feature extraction and classification. 

The present study aimed at building a high performance 

ECG classifier with ICA used for feature extraction and 

SVM used for classification. ECG signals from MIT 

database is used in this study. This study on ECG signals 
with VF, has demonstrated that ICA with SVM is a better 

classifier for ECG signals.  

II. ECG FEATURE EXTRACTION 

ECG signal is first pre processed using a moving average 
filter of order 5 to remove high frequency artifacts such as 

those from muscles and EMI. 

This study is based on eight features extracted from 

ECG.  1) Exponent Crossing Count (ECC), 2)Threshold 

Crossing Interval (TCI), 3)Threshold crossing sample count 

(TCSC), 4) ECG Temporal area (TA), 5) ECG Spectral area 

(SA), 6) Sample entropy (SE), 7) Median frequency (MF) 

and 8) features from  ICA. First three features are extracted 

from an eight seconds stretch of ECG. 

A. Exponent crossing count (ECC) 

ECC is extracted using Standard Exponential (SEA) 

algorithm. The sample with maximum amplitude is 

identified in the ECG signal. This maximum amplitude is M 

and the corresponding time instant is 𝑡𝑚 . From this 

maximum point, exponentially decreasing curves are fitted 

to both sides of the sample as 
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𝐴𝑠(𝑡) = 𝑀𝑒𝑥𝑝 (−
|𝑡−𝑡𝑚|

𝜏
)    (1) 

𝜏 is a time constant, set to 3s in this study.  

ECC, the number of crossings per minute, is   

 𝑁 = 7.5 ∗ 𝑛    (2) 

n is the number of crossings of the curves with  the ECG.  

A modification to SEA is proposed [1] with exponentially 

decreasing curves fitted to both sides of each QRS peak.  

Average of the individual counts is used to compute ECC. 

The modification to STE is termed as modified exponent 

(MEA). 

A. Threhold Crossing Count (TCC) 

TCI [1] is the average threshold crossing interval. The 8s 

original is divided into 8 blocks of 1s each. The threshold 

value in a block is set at 20% of maximum sample value in 

that block. This is illustrated in fig 2. 

 

Fig.2. TCI illustration 

𝑇𝐶𝐼 =
1000

(𝑁−1)+
𝑡2

𝑡1+𝑡2
+

𝑡3
𝑡3+𝑡4

)
[𝑚𝑠]                                       (3) 

Here, N is the sampling rate and 𝑡1, 𝑡2, 𝑡3, 𝑡4 are shown in 

fig 2. 

B. Threhold Crossing Sample Count (TCSC) 

TCSC [1] is the number of threshold crossings of the 

ECG samples in the window. The value of threshold is 

suitably taken based on empirical studies. The algorithm is 

suitable for VF detection and SR. 

C. Mean Absolute Value (MAV) 

MAV is the mean of absolute values of ECG 
samples in the window. 

D. VF Algorithm 

First, compute mean frequency of the ECG signal and 
then apply narrow band elimination filter to this region. 

E. Spectral bands 

A Fast Fourier Transform (FFT) is carried on ECG 

signal to get the different frequency bands [1]. 

F. ECG Temporal Area  

Here the intersection area of an ECG signal and its 
delayed version is computed [5].The signal and its delayed 

version (by 0.5s) plotted on orthogonal axis and checked for 

the overlapping area. This done on a 40×40 grids to ease 

computations .The measure is given by the relation: 

𝑑 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 𝑏𝑜𝑥𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑏𝑜𝑥𝑒𝑠
    (5) 

G. ECG Spectral Area  

Here the intersection area of an ECG signal and its 

Hilbert transform version is computed [6].The signal and its 

Hilbert transform version plotted on orthogonal axis and 

checked for the overlapping area. This done on a 40×40 
grids to ease computations .The measure is given by the 

relation: 

𝑑 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 𝑏𝑜𝑥𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑏𝑜𝑥𝑒𝑠
    (6) 

H. Median Frequency (MF) 

MF [7] is the central frequency of the ECG. 

I. Features from ICA 

ICA provides a linear representation of non gaussian 

data, in which the original vector is a linear combination of 

their basis vector. ICA has an advantage that it uses higher 

order statistics to reduce higher order dependencies rather 

than second order statistics in PCA. 

The first step in ICA is to make x a zero mean variable, 

by subtracting the expected value from x. The columns of 

the transformation matrix of a signal are its basis function. 

FAST ICA learning algorithm can be used to generate 

this basis function. The algorithm as follows: 
 

1. Choose an initial weight w 

2. The weight is updated using the eqn: 

w = w+/||𝑤+||    (7) 

Where, w+ = E{xg(𝑤𝑇  x)}−E{g(𝑤𝑇  x)}w. Repeat the  
above steps until the weight is updated correctly. 

III. SVM CLASSSIFIER 

SVM is a binary classifier and it is used to solve 

regression tasks. SVM is a linear extension of perceptron 

based learning technique .The SVM has the advantage that 

it minimizes the empirical classification error and 

maximises the geometric margin. In the case of non linear 

relationship modeling, they build a boundary that separate 

data using a linear hyper plane. 

A. Defining the hyperplane 

We use the pre-classified signals for training the SVM. 

These signals belong to two classes with VF and without 

VF. The features extracted from these signals are used to 

define the hyperplane separating both the sets. The criterion 

for this classification is maximum Euclidian distance from 

hyperplane. 
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B. Training Algorithm 

First set the training data chosen after training set 

selection procedure. Generate the training pairs based on 

attribute extracted from the signal. SVM is trained 

according to training pairs using the function svm.train in 

MATLAB. 

IV. PERFORMANCE EVALUATION 

The performances of classification are specified in terms 

of sensitivity (SE) and specificity (SP). SE is the percentage 

of correct detection of arrthymias condition, in this case VF.  

𝑆𝐸 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (16) 

SP is the percentage of correct detection of Non disease 

condition. 

 

𝑆𝑃 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
        (17) 

 

Where TP represents the number of true-positive 
decisions, FN the number of false-negative decisions, TN 

the number of true negative decisions, and FP the number of 

false-positive decisions. 

 

V. RESULTS 

The ECG signal from MIT database is preprocessed and 

the signal is divided into a set of non overlapping samples 

of length 8s. Fig.3 shows the preprocessed ECG signal by 

taking the sampling frequency Fs=250.  

 

 
 

Fig.3.Preprocessed ECG signal 

Typical features extracted from a signal with VF are 

shown in TABLE I and feature extracted from a signal with 

Non-VF are shown in TABLE II. 

 

TABLE I. ANALYSIS OF ECG PARAMETER FOR VF CASE 

 

Parameter Score 

TCSC 9.500 

TCI 1.460 

STE 2.125 

MAV 0.239 

MEA 0.025 

M 0.866 

A2 0.803 

FM 2.682 

VF 0.512 

SE 0.394 

TA 0.486 

SA 0.502 
 

 

TABLE II.  ANALYSIS OF ECG PARAMETER FOR Non-VF CASE 

 

Parameter Score 

TCSC 4.333 

TCI 1.994 

STE 0.875 

MAV 0.103 

MEA 0.000 

M 1.707 

A2 0.483 

FM 1.707 

VF 0.609 

SE 0.273 

TA 0.260 

SA 0.340 

 

Classification of the extracted features is tried in three 

different methods. Method1 temporal, spectral and 

complexity parameters are used. In method2 the 

classification is based on feature extracted using ICA 

technique. Method3 is a combination of method1 and 

method2. The results obtained in the following are tabulated 

in TABLE III below. 

 
TABLE III. COMPARISON OF PARAMATER PERFORMANCE 

  

 

Features  

trained 

     

Sensitivity 

          (%) 

     

Specificity  

          (%) 

     

Accuracy                            
(%) 

Method1        100.00         83.33      90.00 

Method2          75.00       100.00     90.00 

Method3        100.00         98.00      99.20 

 

The measure of SE, SP and accuracy was calculated for 

above three methods. Method1 shows that SE, SP and 

accuracy in the range above 80%. Method2 shows improved 

SP and accuracy but SE lacks below 80%. Method3 shows 

improved performance compared to method1 and method2. 

  

VI. CONCLUSIONS 

In this paper, we address ECG feature extraction and 

classification system using a combination of ICA and SVM. 

ICA is a technique in which the observed data are linearly 

transformed into components that are linearly independent. 

SVM classifiers have been extensively used in ECG signal 

for better classification of VF. To conclude, the obtained 
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results showed that using ICA along with temporal, spectral 

and complexity parameters, we can able to attain accuracy 

about 99.2%. As a future scope we can do this for feature 

extraction and classification for more number of arrthymias. 
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