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Abstract- When two or more computers are connected with 

each other with the aim of achieving particular benefit, a 

network is formed. Based on the requirements of users 

involved in these networks, the information is forwarded or 

exchanged across the systems. Internet is one of the massive 

networks where very huge data is being transferred on daily 

basis. In the networked data, certain interconnected entities 

generate inferences. For example, for the interconnected web 

pages hyperlinks are available, the research papers have 
references and the conceivable terrorists can be linked through 

phone calls and accounts available in traced conversations. 

With increasing use of networks, intrusions across the Internet 

have become a major threat in our world. This research study 

has been influenced by the different intrusion threats on 

internet and the ways to detect them. In this research we have 

studied and analyzed the famous network traffic data -NSL 

KDD dataset and its various features. The proposed model is a 

hybrid of Logistic Regression and K-nearest neighbor 

classifier combined together using voting classifier which 

aims at classifying the data into malicious and non-malicious 
with more accuracy than existing methods. 
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I. INTRODUCTION 

The demand of an intrusion detection system in various 
applications has increased in the recent years since huge 

amount of data is available to be stored and processed every 

day. The networking systems are generating huge amount of 

data by monitoring the surroundings of applications in which 

they are deployed. Any kinds of suspecting behaviors are 

detected by the devices. Any kinds of vulnerabilities in any 

computer network can be found by an intruder that aims to 

harm the users using that device. For preventing the entry of 

intrusions, the best solution is to protect the system or its 

resources [1]. Any activity that attempts to trigger an event 

due to which the system’s security is compromised is called as 
an intrusion. Either internally or externally, the intrusions 

might occur in any system [2]. Any kind of illegal activity or 

fraud information that makes a computer hazardous can be 

considered as intrusion. An intrusion detection system is the 

method in which the events being performed in a computer 

network can be monitored and analyzed so that it becomes 

easy to recognize the security problems. An intrusion 

detection systems acts as an alarm and any kinds of violations 

in the system are identified by it. Even if there are false 

messages in messages, mails or video sounds, they can be 

alerted by the systems. A tool that acts as a guard such that the 

system can be secured against any kinds of intrusions or 

attacks is called intrusion detection system [3]. To check the 

attack scenarios and provide required support for defense 

management are the important objectives of IDS. Today, in 

networking, almost all the applications are using IDS systems. 
IDS can be used to detect any malicious activities which 

cannot be detected by a common firewall. Against the 

sensitive services, computer applications and other regions, 

attacks are possible in the computer systems. Data driven 

attacks are possible in computer applications, network attacks 

in sensitive services and unauthorized logins in case of 

sensitive files are faced due to intrusions [4].  

Completely accurate detection cannot be ensured by IDPSs 
only. False positives and false negatives are generated by all 

these kinds of systems. For reducing the false negatives and 

increasing the false positives, several organizations choose to 

tune IDPSs [5]. Thus, the false positives can be differentiated 

from true malicious events by providing necessary additional 

analysis of resources. The aim is to reduce the false negatives 

and increase the false positives. The features which 
compensate for the usage of common evasion approaches are 

offered by most of the IDPSs [6]. Thus, the appearance of this 

method is not affected but the format or timing of malicious 

activity to alter the appearance is modified such that the 

detection can be avoided. Either in separated or integrated 

manner, the multiple detection methodologies are used in 

most of the IDPs such that more broad and accurate detection 

can be provided [8]. The primary classes of detection 

methodologies are as follows:  

a. Signature-Based Detection: For the analysis of potentially 

unwanted traffic, the signature-based detection can be used by 

an IDS based on the known traffic data. The configuration of 

this type of detection is fast and easy. In a signature based 

IDS, an attack can slightly be modified by an attacker such 

that this system does not recognize it. However, the accuracy 
of this method can be high even with its limited detection 

capability. The threat signatures and the observed events are 

compared for identifying the incidents in these methods. The 
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known threats can also be detected effectively however, the 

unknown threats and several variants of known threats are 

detected by this approach is highly ineffective manner. The 

state of complex communications cannot be traced and 

understood in these approaches so most of the attacks that 

include multiple events cannot be detected here [9].  

b. Anomaly-Based Detection: The system that directly looks 

into the network traffic and identifies the incorrect, invalid or 

abnormal kind of data is the anomaly-based detection system. 

The unwanted traffic that is not known specifically can be 
detected through this method. For example, the detection that 

an IP packet is malformed can be done through this system. It 

only detects if the packet is anomalous and does not detect the 

particular method in which it is malformed [10]. 

II. LITERATURE REVIEW  

AltyebAltaher, (2017) proposed a hybrid mechanism through 

which the websites as Legitimate, Suspicious, or Phishing 

websites can be categorized. There are two stages used in this 

proposed algorithm to generate this hybrid method in which 

the KNN and SVM classifiers are combined [11]. The KNN is 

applied in the initial stage which is effective and robust to the 

noisy data. In the second stage, another powerful classifier is 

applied which is known as SVM. The effectiveness of SVM 

algorithm is improved by the proposed algorithm when the 

simplicity of KNN is integrated. Evaluations are performed by 
conducting simulation experiments and it is seen through the 

outcomes that in comparison to other approaches, the accuracy 

of proposed approach is highest which is 90.04%.  

Amol Borkar, et.al (2017) presented a survey of theInternal-
IDS and IDS in which the real time based data mining and 

forensic techniques algorithms were applied [14]. In support 

of intrusion detection, different data mining techniques were 

proposed for cyber analytics. Based on the studies of different 

techniques presented by different authors, this research 

presented the manners in which the intruder could be detected. 

The survey presented in this paper helped in drawing the 

conclusion. The accuracy and detection rate were improved up 

to 95% by applying the proposed technique in comparison to 

the existing techniques which provided around 90% of 

accuracy and detection rate.  

Jayshree Jha, et.al (2013) proposed a research that was based 

on two important contributions. In the initial contribution, the 

intrusion detection performed using SVM was reviewed in 

this paper along with the other technologies proposed by 
different authors [12]. Further, to detect intrusion, the best 

feature was chosen by proposing a novel method in the second 

contribution. To select the relevant features, a hybrid approach 

was proposed in which the filter and wrapper models were 

combined. The performance and detection accuracy of SVM 

based detection model were increased by reducing the dataset. 

Furthermore, with the reduction in theset of feature, it is also 

possible to reduce the training and testing time.  

L.Dhanabal, et.al (2016) performed an analysis of the KSL-

KDD dataset. The anomalies in network traffic patterns were 

detected by studying the effectiveness of different 

classification algorithms [13]. For generating anomalous 

network traffic, the relationship of protocols available in 

commonly used network protocol stack was analyzed with the 
attacks used by intruders that generated the anomalous 

network traffic. The data mining tool WEKA was used to 

perform analysis using the classification algorithms. Several 

facts that bonded between the protocols and network attacks 

were exposed in this study 

Yi Yi Aung, et.al (2017) analyzed the comparison among 

hybrid data mining methods and single method in this study 

[15]. Showing that the usage of hybrid data mining methods 

can minimize the time complexity of system in comparison to 

single method is the purpose of proposed method. The 

KDD’99 data set was used to perform verification of proposed 

model. The model training time of system was reduced by 

applying the hybrid methods which included K-means and 

Projective Adaptive Resonance Theory. Further, the accuracy 

of detections was maintained in this paper.  

Farid Lawan Bello, et.al (2015) analyzed several intrusion 

detection classifier models on the basis of detection strategies 

and the implementation techniques. The disadvantages of 

single classifier models were also reviewed here. ForIDS, the 
need to design a hybrid intelligent approach was discussed 

here [15]. This study conducted a comparative analysis of 

existing hybrid models. To detect the efficiency and the 

technique used for reducing the time such that the classifiers 

are not retained again at the time of arrival of new data entry, 

theexisting hybrid models were compared and the 

disadvantages were checked for each approachindividually 

against the proposed hybrid SVMs. Due to the detection 

accuracy of 94.86%, the performance of CSVAC model was 

considered to be better in comparison KDD99. Both training 

and testing phase were implemented to provide an edge over 

its counterparts in the survey. So, as the training and testing 

are done simultaneously, it is important to detect real time.  

Tahir Mehmood, et.al (2016) compared the various supervised 

algorithms which could be applied in anomaly-based detection 
techniques for providing improvements [16]. As a benchmark 

dataset used for anomaly-based detection techniques, the 

algorithms were applied on KDD99 dataset. It was seen 

through the simulation results that for every class of KDD99 
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dataset, no algorithm provided high detection rate. Further, the 

true positive, false positive and precision were the three 

performance metrics used to compares the evaluation results 

and determine the improvement levels of outcomes.  

 

III. RESEARCH METHODOLOGY 
NSL-KDD dataset classification method is performed to 

categorize the traffic against malicious or non-malicious. This 

technique helps in predictive the malicious activities of active 

users. To categorize the network using proposed 

methodology, three important steps are applied. In the initial 

step, data preprocessing has been done. As part of pre-

processing , scaling of numerical data is performed to achieve 

zero means and one standard deviation. Encoding of categorial 

data is done to transform the data into numerical form. Next 

step is sampling of data and feature extraction based on 

recursive feature elimination. Then we train the model 

applying Logistic regression and KNN combined in Voting 
classifier. Logistic regression regularizes the train data 

without requiring any tuning and scaling of input features and 

outputs well-calibrated predicted probabilities. K-NN 

algorithm scans through complete dataset to find out nearest 

neighbors based on K-number  without making any 

assumptions about the characteristics of the features in data. 

Votingalgorithm performs both Logistic regression and K-NN 

individually and present their probabilities  to the voting 

classifier. This  classifier then averages the input and give the 

class with the highest probability. After training, the last step 

is to predict the model using test dataset. 

 
Fig.1: Proposed Flowchart 

IV. EXPERIMENTAL RESULTS 

The proposed research is implemented in Python and the 

results are evaluated by comparing proposed and existing 

techniques. 

 
Fig.2: Accuracy Comparison in training phase 

The proposed hybrid algorithm performs better in training 

phase compared to KNN and LR individually. From the 
prediction phase, we can conclude that the more we train the 

data ,the better algorithm performs in evaluation phase. 

Results from evaluation phase on test dataset can be seen in 

fig:3. 
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Fig.3: Accuracy Comparison in training phase 

Above diagram depicts the comparison of proposed hybrid 
(LR+KNN) algorithm with KNN and LR individually with 

different instance run of data sizes. Thus, we can conclude 

that Voting algorithm gives better precision contrasted with 

KNN and LR independently. One thing which is worth 

noticing here is ,Voting performs better with large dataset. As 

we can point out in above comparison that with 10k data all 

three algorithms  are giving approximately same accuracy 

relative to each other. But as the dataset increases Voting 

starts performing better than KNN and LR which we can see 

above with 20k,50k and 100k datasets. 

V. CONCLUSION 

The research done is quite useful in understanding how 

Voting classifier outperforms other classifiers such as LR and 

KNN[32] , the study also shows the importance of training the 

model , to improve the overall accuracy of the system. There 

are various classifiers which can be combined and used in 

Voting Classifier , however as part of this research , we have 

used KNN and logistic regression classifier. With this 

classifier we have observed the more we train the data ,the 
better algorithm performs in evaluation phase. 
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