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Introduc?on	and	Purpose	
•  Magne?c	nanopar?cles	composed	of	magne?te	(Fe3O4)	with	a	diameter	of	

10nm	are	studied.	
•  Similar	par?cles	are	used	in	in	vivo	medical	imaging,	magne?c	sensors,	

drug	delivery,	cancer	research,	and	microscopic	diffrac?on	gra?ngs	
(Crawford	Group),	etc.	

•  In	prac?cally	all	of	these	applica?ons,	the	par?cles	interact	with	
fluctua?ng	magne?c	fields.	

•  Large	amounts	of	frequency-domain	research	has	been	done	on	magne?c	
nanopar?cles,	however	almost	no	?me-domain	data	exists	due	to	the	
smallness	of	the	par?cles	and	the	high	speed	of	the	process	(~2ns).	

•  Having	an	idea	of	how	they	behave	in	the	?me	domain	yields	a	be[er	
understanding	of	how	to	employ	them	in	prac?ce.	

•  It	also	serves	the	field	of	scien?fic	inquiry.	



Experimental	Objec?ves	
•  To	determine	if	collec?ons	of	magne?c	nanopar?cles	undergo	the	

precession	dynamics	predicted	by	the	Landau-Lifshitz	(LL)	theory	and	if	
these	?me-domain	dynamics	can	be	measured	by	a	magne?c	induc?on	
technique	to	be	described.	

•  To	fit	the	?me-domain	data	to	a	damped	sinusoidal	solu?on	to	the	LL	
equa?on.	

•  To	calculate	the	frequency-domain	response	by	employing	a	Fast	Fourier	
Transform	to	the	?me-domain	data.	

•  To	understand	the	progression	of	the	frequency	as	a	func?on	of	the	
applied	magne?c	bias	field.	

•  To	es?mate	the	phenomenological	damping	parameter	of	the	magne?te	
par?cles	as	a	func?on	of	applied	field	and	the	spectroscopic	spli]ng	
factor	(or	g-factor),	of	the	par?cles.		



Larmor	Equa?on	

The	Larmor	equa?on	predicts	
magne?za?on	will	precess	about	an	
external	field	indefinitely		in	a	plane	
orthogonal	to	the	field.	



Landau-Lifshitz	Theory	



Induc?ve	Technique	Overview	
Coplanar	waveguide	
With	nanopar?cle	
sample	

Rapid	H	field	
reorienta?on	

Time-changing	
magne?c	field	
from	par?cles	

Induced	voltage	by	
Faraday’s	Law	



Superparamagne?sm	
•  Small	magne?c	par?cles	have	moments	that	fluctuate	their	orienta?on	due	to	

thermal	excita?ons.			
•  For	single	par?cles	above	a	certain	temperature	(the	“blocking”	temperature)	the	

net	magne?za?on	over	an	extended	?me	is	zero.	

•  The	magne?za?on	is	a	nonlinear	func?on	of	the	
external	magne?c	field.	

	
•  This	effect	causes	the	M-H	curve	of	the	par?cles	to	

close,	exhibi?ng	no	remanence	or	coercivity.	
	

•  For	dense	collec?ons	of	interac?ng		par?cles	however,	the	effec?ve	blocking	
temperature	can	be	raised,	inducing	a	mixed-state	of	ferrimagne?sm	and	
superparamagne?sm.	

	



Superparamagne?sm	
•  In	dense	collec?ons	of	interac?ng	par?cles,	the	curve	may	not	completely	close	

nor	cross	iden?cally	at	zero.	
•  The	maximum	value	of	magne?za?on	Ms	is	found	to	be	532kA/m,	which	is	roughly	

10%	higher	than	the	tabulated	value.		Error	in	Fe3O4	concentra?on	or	volumetric	
measurements	of	ferrofluid	could	be	the	cause.			

•  Par?cles	have	also	been	found	to	have	a	higher	Ms	due	to	surface	effects,	but	the	
converse	has	also	been	found.	





Two	Sample	Geometries	

Circular	sample	on	waveguide.	

Strip	sample	on	waveguide.	

•  Two	types	of	nanopar?cle	sample	geometries	were	prepared.	
•  Of	these,	half	were	dried	in	a	directed	magne?c	field	(2.5kA/m)	and	half	were	

not.	



Experiment	Layout	



Temporal	Dric	Error	Correc?on	
To	extract	the	induc?ve	signal	from	the	step	voltage	waveform	subtrac?ve	
synthesis	is	employed.		A	step	signal	without	precession	is	subtracted	from	one	
that	has	precession,	leaving	only	the	desired	induc?ve	signal.	



Temporal	Dric	Error	Correc?on	

“Zeroing”	step	signal	is	not	aligned	in	?me	
with	“Precession”	step	signal	due	to	a	
slight	dric	in	trigger	signal.	

This	introduces	rela?vely	large	voltage	
spikes	and	an	apparently	noisy	signal	
(red).		Signals	must	be	?me	shiced	to	
correlate	them	between	0V	and	-2.5V.		
This	yields	the	actual	signal	(blue).	



Time-Domain	Results	

Example	of	a	typical	corrected	measurement.		Note	the	measured	voltage	
signal	is	s?ll	not	exactly	a	damped	sine	wave	as	predicted.		Why?	



FFT	Results	

Two	main	resonance	peaks	are	seen	when	an	FFT	is	done	on	?me-domain	
results.		They	must	both	be	accounted	for	in	a	?me	domain	data	fit.		The	low	
frequency	mode	is	the	known	resonant	frequency	of	magne?te	from	FMR	
experiments.		The	definite	origin	of	the	higher	mode	is	presently	unknown.	

FFT	



Time-Domain	Data	Fit	



Time-Domain	Data	Fit	

Circular	field-dried	data,	results	typical.	



Time-Domain	Data	Fits	

Circular	field-dried	data,	results	typical.	



Low	Frequency	Mode	

Circular	field-dried	data,	results	typical.	



High	Frequency	Mode	

Circular	field-dried	data,	results	typical.	



Frequency	Domain	Analysis	



Frequency	Domain	Fit	
Circular	Field-Dried	Data	



Frequency	Domain	Fit	
Strip	Field-Dried	Data	



Frequency	Domain	Fit	
Circular	Non	Field-Dried	Data	



Frequency	Domain	Fit	
Strip	Non	Field-Dried	Data	



Frequency	Domain	Discussion	
•  The	data	are	well	fi[ed	to	the	Ki[le	equa?on	of	ferromagne?c	resonance	where	

the	demagne?zing	factors	are	seen	to	describe	spheres,	not	the	overall	sample.	
•  The	scale	factor	K	is	found	to	be	propor?onal	to	the	H	field,	not	the	

magne?za?on	M(H)	as	was	expected	for	a	demagne?za?on	field.		This	is	not	
presently	understood.			

•  The	quan?ty	HA	may	be	a[ributed	to	the	slight	remanent	field	found	earlier	or	
possibly	to	the	magnetocrystalline	anisotropy	field	given	by	

	
	

•  Pu]ng	the	values	K1	=	13kJ/m3	and	Ms	=	480kA/m	yields	HA	=	43kA/m,	which	is	
within	10%	of	all	values	of	HA	found	from	precession	data	at	Hb	=	0.	

•  If	the	largest	value	of	Ms	=	532kA/m	found	from	the	VSM	is	used,	the	error	is	less	
than	1%,	however	this	measurement	has	2	poten?al	volumetric	errors	
men?oned	earlier.	



Field-Dried	Damping	

					Circular	field-dried	damping.	 					Strip	field-dried	damping.	

•  The	low	mode	damping	has	a	nearly	monotonic	decrease	as	bias	field	increases.	
•  The	high	mode	reaches	a	minimum	at	different	points	and	increases	

drama?cally.	



Non	Field-Dried	Damping	

•  The	low	mode	damping	for	the	strip	has	a	nearly	monotonic	decrease	as	bias	field	
increases	but	the	circle	increases	(as	does	the	error).	

•  The	high	mode	reaches	a	minimum	at	different	points	and	increases	much	less	than	
for	the	field-dried	case.	

Circular	non	field-dried	damping.	 Strip	non	field-dried	damping.	



Conclusions	
•  The	?me-domain	signals	are	well	fi[ed	to	two	exponen?ally	damped	sinusoids.	
•  The	low	frequency	is	the	resonant	frequency	of	magne?te,	the	origin	of	the	higher	

mode	has	not	been	defini?vely	iden?fied.	
•  The	samples	all	display	behavior	of	nearly	spherical	objects	for	both	frequencies.	
•  Field	drying	versus	non	field-drying	the	samples	has	li[le	effect	on	the	precession	

frequencies	as	does	sample	shape.	
•  The	g-factors	were	found	to	agree	well	with	the	previously	reported	value.	
•  The	bias	field	reduc?on	was	not	found	to	be	a	func?on	of	the	magne?za?on.	
•  Low	frequency	damping	generally	decreases	with	increasing	bias	field,	a	result	

similar	(qualita?vely)	to	impulse	induc?on	experiments	on	thin	films.	
•  High	frequency	damping	is	largely	affected	by	field	drying.		It	increases	

drama?cally	at	high	bias	fields.	
•  Due	to	damping	almost	all	of	the	dynamics	have	dissipated	within	2ns.	
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