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Abstract— Endoscopy is a procedure that is used to 

examine the inner parts of the human organs. The examination 

is assessed via a video output produced from the procedure. A 

special type of endoscopy procedure is a wireless capsule 

endoscopy (WCE) procedure in which the patient swallows a 

pill-based camera. This pill traverses through the digestive 

system and captures all the details. The average duration of the 

pill traversal in the entire system is about 7 to 8 hours and this 

results in about 80,000 frames. The physician will have to 

monitor these frames looking for any abnormalities or any 

lesions. Computer vision algorithms help in processing the 

frames and extracting out the relevant portions of the frame. 

The artificial intelligent solutions backed by computer vision 

algorithms can be used to develop solutions to automate the 

process of extracting relevant frames of interest and also to 

classify these frames to denote the probable class of 

abnormality occurrence or to classify them as normal. In this 

work, publicly available curated WCE colon disease dataset 

has been used to perform multi-class classification. This work 

progresses in two stages. The first stage is based on computer 

vision techniques for feature extraction followed by 

classification using machine learning algorithms resulting in 

binary classification of normal versus abnormal endoscopy 

frames. The second stage is based on the deep learning models 

to perform a multi-class classification. The proposed system 

has successfully classified WCE frames as normal versus 

abnormal with an accuracy of 92% using merged feature 

vectors from the feature extraction algorithms applied to 

classifier models of SVM, Random Forest, and Logistic 

Regression. The proposed methodology has obtained an 

accuracy of 94.26% using a standard deep convolutional 

neural network architecture namley SqueezeNet for the multi-

class classification. The work analyzes the performance of 

classification models on the indiviual and merged feature 

vectors. The work also compares the performance of 

customary deep convolution neural networks for multi-class 

classification on capsule endoscopy frames. 

Keywords— Capsule endoscopy, SIFT, GLCM, Classifier 

models, Convolution neural network  

I.  INTRODUCTION 

The advantages of non-invasive or minimally invasive 

procedures are gaining importance in the medical diagnosis 

and therapy because of the various advantages it provides like 

less preparation, no anaesthesia, quick recovery. Endoscopy is 

a procedure that is used in both diagnosis and in therapy in the 

various organs of the human body ranging from abdomen, 

joints, lungs and so on. A special type of endoscopy procedure 

that is used in the diagnosis of the entire digestive system is 

the wireless capsule endoscopy (WCE). In this procedure the 

patient swallows a camera-based capsule that traverses the 

entire path covering the large and small intestine along with 

the colon region. The capsule constantly captures the video 

frames that are transmitted to the physician. The whole 

process takes about 7 to 8 hours to complete and produces an 

average number of 80,000 frames. The physician examines 

these frames looking for any abnormalities like bleeding, 

polyps, tumours or any other lesions. Artificial intelligent 

based solutions backed by deep learning techniques can aid 

the doctors by helping out to pick frames of relevant interest 

so as to keep the doctor’s focus on critical regions of interest. 

[1] 

 

In this work the widely available curated WCE colon 

disease dataset from public repository has been considered to 

perform a multi-class classification on the WCE images. The 

work progresses in two stages. In the first stage feature 

extraction algorithms namely scale-invariant feature transform 

(SIFT) and gray -level co-occurrence matrix (GLCM) are used 

to extract relevant features from the images. The standard 

classifier models like Support Vector Machine (SVM), 

Random Forest (RF) and Logistic Regression are run on the 

extracted features of SIFT and GLCM and the combination of 

these 2 feature vectors. An analysis of the performance of 

these classifier models on the individual feature vectors of 

SIFT and GLCM independently and in their combination has 

been done in the phase one. The result of phase one is a binary 

classification indicating a normal WCE frame or an abnormal 

WCE frame. In the phase two, the abnormal WCE frame are 

further classified into specific category belonging to either of 

ulcerative colitis, polyps or esophagitis. For this multiclass 

classification a region of interest in the frame is computed 
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using computer vision technique and further standard deep 

learning architecture like SqueezeNet, ResNet, MobileNet and 

VGG16 have been used via the transfer learning of model 

weights procedure to train these models on the considered data 

and analyse their classification performance. 

 

This work is this a combination of traditional image 

processing techniques for feature extraction followed by 

standard machine learning based classifier models and 

computer-vision based techniques followed by the deep 

learning model-based architecture. The work also presents a 

detailed analysis of these feature extraction techniques, the 

machine learning classification algorithms, and the deep 

learning architecture for their performance individually and in 

combination for the considered dataset. The analysis of these 

results has been presented in detail in the further sections. 

 

II. EXPERIMENTAL METHODS 

A. Materials 

The WCE image dataset representing the colon disease is 

curated and is publicly available [2,3,4]. The dataset is a 

balanced version for all representative images. The dataset has 

been divided into training and testing folders. Each of the 

normal, ulcerative colitis, polyps and esophagitis have 800 

images in the training folder and 200 each in the testing folder. 

The dataset mainly consists of the capsule endoscopy frames 

belonging to the classes depicting colon disease. The frames 

are collection from the KVASIR publicly available dataset. 

 

 

 

FIGURE 1.  SAMPLE IMAGES FROM THE WCE COLON DISEASE CURATED 

DISEASE DATASET 

B. Methodology 

 The goals of the proposed methodology are twofold: (i) 

classify any given WCE image into normal or abnormal (ii) 

classify the colon disease present in the image if it is classified 

as abnormal in the first step. The first includes the extraction of 

SIFT and GLCM features from the images in the dataset. A 

brief description of these two feature extraction techniques are 

as follows: 

B.1 Gray Level Co-occurrence Matrix (GLCM) 

 GLCM is a feature extraction method that determines the 

texture of the image by estimating the spatial relationship 

between the pixels. The texture of the given image is computed 

in GLCM by assessing the frequency of pairs of pixels with 

specific values. The corelation between the pairs of pixels 

occurance is analyzed and statistical measures from the 

resultant matrix is extracted to compute GLCM [5]. The 

GLCM can be assessed statiscally for extracting the tecture 

information from an image. The statiscal measures on GLCM 

values that are computed by this algorithm are: 1. Contrast – 

that measures the local changes corrsponding to the intensity 

contrast between a pixel and its neighbor, computed over the 

entire image. 2. Correlation – computaion of linear dependency 

of pairs of pixels. 3. Energy- Angular's moment that provides 

the sum of squares in GLCM is computed. 4. Homogeneity – 

Estimation of homogenous pixel values that helps in 

determining the texture feature of the image. 

 

B.2 Scale Invariant Feature Transform (SIFT) 

 SIFT is a computer vision algorithm for feature 

extraction. This algorithm extracts feature points on the given 

image in such a way that the algorithm is invariant to the 

image’s scaling and rotation which generally occurs as a part of 

the data augmentation technique. The algorithm proceeds in 4 

stages to compute the feature points [6]: 

 

i. Detection of peak points in the scale space  

 Any considered image in the real-world is subjected to a 

multi-scale nature. A paticular image can be clearly visible and 

assessed at a particular scale. This step of the algorithm 

computes the different scale points of the image by using a 

Gaussian blurring on the image. The scale space of an image is 

computed using a function L(x,y,σ). This is done by applying 

convolution of a Gaussian kernel (Blurring) at different scales 

with the input image. The scale space is defined by the function 

given in equation 1:  

L (x, y, σ) = G (x, y, σ) * I (x, y)           (1) 

 

Here * is the convolution operator, G is a Gaussian function 

and I is an input image. 
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 There are multiple techniques for determining steady key 

points in the scale space. One of these approaches is Difference 

of Gaussian, which derives the scale-space peak pints D (x, y, 

σ) by comparing the two images, one of which has a scale k 

times that of the other. Equation 2 gives the following 

expression for D (x, y, σ): 

D (x, y, σ) = L (x, y, kσ) – L (x, y)                          (2) 

 Each point should be compared to its eight counterparts 

on the identical scale, as addition as its nine neighbors on the 

above and below scales, in effort to determine the local 

maxima and minima. The present value is the local minima if it 

has the smallest value among all of the adjacent points, or the 

local maxima if it has the highest value. 

 

ii.  Keypoint Localization:  

 The primary purpose of this stage is to eradicate 

unnecessary keypoints from the sample by identifying those 

that have inferior presentation around edges or less contrast. 

Equation 3 expresses the peak point's location, z, as follows: 

Z = 〖 (∂^2 D)/ (∂x^2) 〗^ (-1) (∂D)/∂x                 (3) 

 If the resulting value at z is less than a threshold value 

then this point is not considered. This eliminates the extreme 

values having low contrast. To remove extreme values based 

on poor localization, the difference of Gaussian function is 

used.  

 

iii. Assignment of Orientation:  

 The principal objective of this stage is to emphasize on 

delivering the keypoints a consistent orientation based on the 

local features of the image. In order to achieve invariance to 

image rotation, the keypoint identifier can then be represented 

in proportion to this orientation. 

 

The key points scale is used to select the Gaussian smoothed 

image. Orientation histogram is structured from the gradient 

orientations of represntattive key points. The highest peak in 

the histogram is computed. Using a combination of this peak 

along with another local peak of height within 0.8 times of this 

peak, a keypoint of that direction is created. Few of the key 

points may have multiple orientation value. To resolve this, a 

parabola is fitted to the 3 histogram values closest to each peak 

to interpolate the position of the peak.  

 

iv. Keypoint Descriptor: 

 Keypoint descriptors can also be created using local 

gradient data. The gradient information is turned around to 

have the same direction as that of the keypoint and then 

weighted by a Gaussian with a variance value of 1.5 times the 

keypoint scale. Based on the gathered data over a frame 

centered on the keypoint, a collection of histograms are 

produced. Keypoint descriptors typically employ a collection 

of 16 histograms that are arranged in a 4 by 4 grid with 8 

orientation bins on each grid, one for each of the main compass 

directions and another for each of their midpoints. This 

facilitates the creation of a feature vector with 128 elements. 

 The features obtained from the two feature extraction 

techniques namely GLCM and SIFT are combined together to 

form the resultant vector. This vector is considered as an input 

to the machine learning based classifier models in the training 

and testing phases. The features computed are used as input to 

the classifier models individually and in combination to assess 

the performance of the classifier models. The curated dataset 

considered is divided into training and testing portions in the 

ratio of 80:20 as 80%. Further, a set of machine learning based 

classifiers are implemented on the extracted GLCM and SIFT 

features. The classifier models that are used to obtain the stage 

1 binary classification results and for the comparative analysis 

are as follows: 

 

B.3 Support vector Machine (SVM) 

 Support vector machines is a supervised machine learning 

algorithm that is applicable to both classification and 

regression problems. The SVM computes a hyperplane that 

divides the data points considered. This is achieved iteratively 

in two phases by the algorithm.  

 

• The algorithm continuously constructs hyperplanes that 

identify the classes amongst the datapoints. 

• The hyperplane that pertinently separates the classes 

between the datapoints with the least number outliers is 

selected.  

 

 A kernel employed by SVM translates an input data 

vector into a higher 22-dimensional vector. There are two 

varieties of kernels: i. Linear Kernel: Used when data can be 

separated into classes using straight lines, or when the data is 

linearly separable. ii. Radial Basis Function (RBF) Kernel: 

This method converts the input space into higher-dimensional 

spaces, such as quadratic, cubic, etc. The SVM algorithm's 

gamma values can be manually adjusted. A gamma value of 

0.1 is generally preferred [7]. 

 

B.4 Logistic Regression (LR):  

 The logistic regression algorithm can be used for both 

binary and multi-class classification tasks. The logistic 

regression algorithm receives as input the feature vectors. The 

probabilities of occurrence of the data points are computed 

either using the sigmoid function or the softmax function. The 

sigmoid value computation takes place in the binary 

classification problems and the softmax value computation 

takes place in the multi-classification problems. These 

computed probability values serve as decision points for 

assessing the class of each of the data point. The class with a 

high probability value of occurrence of a datapoint is 

considered as the final target class [8]. 

 

B.5 Random Forest (RF) 

 Random forest is a supervised machine learning 

algorithm that is applicable for both classification and 

regression problems. It is an ensemble of several decision trees 

and it is mostly used for classification problems.   



IJRECE VOL. 10 ISSUE 4 OCT-DEC 2022                   ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

 A UNIT OF I2OR  4 | P a g e  

 The random forest algorithm results in a numerous set of 

data decision trees and then gets the predictions from all of 

these trees. The final classification result from the random 

forest algorithm is chosen by a majority voting technique. The 

major advantage of the Random Forest is that it helps in 

reducing the problem of over-fitting, which is one of the 

lacunas in the decision tree algorithm-based models. [9].  

  

 

 The algorithm starts with an initial selection of random 

samples from the dataset. A decision tree is constructed for 

each sample set and the classification result from each decision 

tree is computed. A voting is computed for every classification 

result. The class with the majority voting that has resulted from 

all of the intermediary decision tree is declared as the final 

class. 

 

B.6 K-Nearest Neighbor (KNN)  

 KNN is yet another supervised machine learning 

algorithm used for classification purposes. This belongs to a 

category of lazy learning algorithms in machine learning 

because the algorithm begins its action only when the test 

instance is given as input. The feature vector of all the given 

data points / images are considered to compute the similarity or 

the distance between the test image and the original images in 

the database. K is chosen as a random value. The assesment of 

class of a test instance is done by computing theK nearest 

neighbouring points for the test image [10]. In the first stage of 

this algorithm the dataset is divided into training and testing 

portions. In the second step, the K value is determined as 

number of neighbors to be chosen for each test instance. In the 

last stage for each of the data point ‘i’ algorithm carries out the 

following steps:  

 The distance between the test instance and all other 

instances in the dataset is computed via the Euclidean 

distance measure 

 The distance computed are arranged in ascending 

order.  

 The test instance classification result is based on the 

classification label of the K nearest neighbour and the 

maximum occuring class value is chosen. 

 

B.7 AdaBoost 

 This term stands for Adaptive Boosting which is an 

ensemble modeling method to build a strong classifier by 

repeatedly increasing the weights of the incorrect 

classifications of the weak classifier. This boosting technique 

was initially developed for binary classification problems and 

the algorithm follows the following steps [11]:  

1. Once we get the dataset, we assign equal weights to 

each data point. 

2. The model is trained on these training examples and 

misclassified points are identified.  

3. Weights of misclassified points are increased.  

4. if required results are obtained Go to step 5 else Go to 

step 2  

5. End  

B.8 XGBoost classifier algorithm  

 XGBoost classifier is an extreme gradient boosting 

algorithm which comes under ensemble-based models. This 

model works by sequentially building decision trees on the 

features and optimizing the loss/residual function from the 

previous decision tree. Model work prpgrsses in 7 steps as 

follows:  

1. Constructing the base model by finding the probability 

(Pr) and assigning the probabilty of any class. 

2. Calculate similarity score using residual score and 

initialize it at the start of the algorithm. 

3. Construct the base decision tree using these similarity 

score and residual score. 

4. Calculate the Information Gain (I.G) of each node  

5. Best IG score of the node will be used for the next 

decision tree root selection.  

6. Update log (Pr) = log (Pr/1-Pr) and base model prediction 

= activation function (log (Pr))  

 

 
FIGURE 2.  FLOW OF THE PHASE 1 DEPICTING THE BINARY CLASSIFICATION 

PROCESS. 

 

The flow of binary classification is as depicted in the figure 2. 

The images in the dataset are manually cropped to extract 

required regions of interest as the dataset. The two algorithms 

used to extract the texture features are GLCM & SIFT. The 

feature vectors are then concatenated to form the combined 

feature vector. The data is divided in the ratio of 80% for 

training and 20% for testing SVM, Logistic Regression, KNN, 

Random Forest are used to segregate the result into normal or 

abnormal WCE frames. The process of multiclass classification 

is performed using transfer learning and the following pre-

trained models have been used to perform multiclass 

classification on the pre-processed images.  
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B.9 Mobile Net 

 This convolution neural network architecture was 

proposed by Andrew G. Howard [13]. This streamlined 

architecture was specially designed for mobile and embedded 

devices with the capability of giving results in a lesser amount 

of time using less computation power. The architecture follows 

the principle of depth wise separable convolutions. The main 

idea was to separate the filter's depth and spatial dimensions 

which is then followed by point-wise 26 convolution. The 

overall architecture of MobileNet consists of 28 layers. It can 

easily be distinguished from a standard CNN since each 3x3 

depth separable layer is followed by batch normalization and 

ReLU activation function layer. This is again repeated for the 

point-wise separable layer. This model takes an input of size 

224x224x3.  

 

B.10. VGG-16 

 This convolution neural network was initially proposed 

for the purpose of classification and detection. This model 

gives an accuracy of 92.7% on the famous imageNet dataset. 

The motivation behind developing this model was to improve 

the existing accuracy of the Alexnet model by changing the 

large kernels into multiple 3x3 kernel-sized filters which are 

placed in series with each other. The model accepts an input of 

size 224x224 in RGB format. All the convolution layers have a 

filter size of 3x3 and all the max pooling layers have pool size 

of 2x2[14]. In the output layer the model uses softmax 

activation function. As the name suggests it consists of 16 

layers in total and the other variants can have 19 layers with 

corresponding weights.  

 

B.11 SqueezeNet 

 This convolution neural network model was specially 

designed by considering the fact that an indistinguishable level 

of accuracy can be obtained by reducing the size and number 

of parameters that the model uses during the training phase. 

The idea here is to reduce the number of parameters and 

maintain the same level of accuracy. The Squeezenet model 

uses 15 times less parameters. and also the size of the model is 

less than 0.5 MB [15].  

 

 Use of such a compressed and squeezed model helps to 

run the model on various distributed servers and also in the 

environment where there is a limitation of the memory 

available. It replaces the conventional 3x3 filters with 1x1 

point wise filters which required processing power 9 times 

lesser than the former, these reduced filters are termed as fire 

modules. It consists of 18 layers and uses an input size of 

227x227 in the input layer. 

 

 

 
FIGURE 3.   HIGH LEVEL ARCHITECTURE OF PHASE 2 DEPICTING THE MULTI-

CLASS CLASSIFICATION. 

 

The phase 2 for multi- class classification follows the steps as 

shown in figure 3. Initially the input images are resized into 

224 *224 dimension. Next the images are converted into 

HSV(Hue-Saturation-Value) format. The Region of Interest 

(ROI) is computed by applying a mask to the image. This is 

follwed by image thresholding. A Hough Circle technique is 

applied in order to get the ROI. The images are thus pre-

processed. The pre-trained models namely MobileNet, VGG-

16 and SqueezeNet are considered. The models are trained for 

30 epochs on the considered data to fine tune the weights as to 

achieve higher classification accuracy. The performance of all 

of the classifier models and the deep learning architectures are 

analyzed and the results are presented in the next section. 

 

III. RESULTS AND DISCUSSION 

The accuracy of multiple feature extraction methodologies 

applied as classification parameters to machine learning 

models trained with various algorithms, such as SVM-Linear, 

SVM-Radial basis function, Random Forest, Logistic 

regression, and KNN, has been attempted to be evaluated in 

this work. The tables below can be used to compare and 

contrast the accuracy studies. The accuracy of several 

classification methods using SIFT features is shown in the 

table below, with the SVM algorithm and logistic regression 

having the highest classification accuracy at 92%. An 

accuracy of 84% was reached with the random forest method. 

As compared to the other classification models, the KNN 

algorithm has achieved a least accuracy of 68% for the binary 

classification of the endoscopy frames into normal and 

abnormal. 
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TABLE I. A COMPARTIVE ANALYSIS OF THE PERFORMANCE OF CLASSIFIER 

MODELS ON EXTRACTED SIFT FEATURES 

Classification Algorithm Accuracy 

SVM-LINEAR 92% 

SVM-RBF 92% 

Random Forest 84% 

Logistic Regression 92% 

KNN 68% 

 

The performance of the various classification algorithms on 

the extracted GLCM features are assesed next. The table 

below describes the accuracy of various classification 

algorithms with the use of various GLCM features. Logistic 

Regression algorithm has achieved the highest classification 

accuracy of 75%. The SVM-Linear kernel algorithm achieved 

accuracy of 71% while SVM-RBF achieved the lowest 

accuracy i.e. 46%. Random forest algorithm achieved an 

accuracy of 42%. The KNN algorithm has achieved an 

accuracy of 58% for the binary classification of the endoscopy 

frames into normal and abnormal. 

.  

TABLE II.A COMPARTIVE ANALYSIS OF THE PERFORMANCE OF CLASSIFIER 

MODELS ON EXTRACTED GLCM  FEATURES 

Classification Algorithm Accuracy 

SVM-LINEAR 71% 

SVM-RBF 46% 

Random Forest 42% 

Logistic Regression 75% 

KNN 58% 

 

A combination of GLCM and SIFT feature vectors are next 
applied on various classifier algorithms.  From the two feature 
sets described above that were employed for classification, it is 
evident that the algorithms performed more effectively when 
the SIFT features were added. Additionally, the GLCM 
features have also contributed significantly to accuracy, which 
introduces the notion of combining the SIFT and GLCM 
features into a new feature set. In an additional effort to boost 
accuracy, a combination of the features from SIFT and GLCM 
are considered, which are 2303 and 5 respectively, to create a 
final vector set with 2308 features. 

TABLE III. A COMPARTIVE ANALYSIS OF THE PERFORMANCE OF CLASSIFIER 

MODELS WITH MERGED SIFT AND GLCM FEATURES. 

Classifier  Accuracy 

SVM-LINEAR 92% 

SVM-RBF 92% 

Random Forest 91% 

Logistic Regression 90% 

KNN 56% 

 

The accuracy results from several classification algorithms 

employing the combined feature set of GLCM and SIFT 

features are shown in the above table. SVM has the best 

accuracy of 92%. KNN algorithm has a least accuracy of 56% 

for the binary classification of the endoscopy frames into 

normal and abnormal. 

 

For multi-class classification for the detection of the type of 

colon disease abnormality in the WCE images the accuracy of 

deep learning models such as VGG 16, MobileNet and 

SqueezeNet are examined and analyzed. The comparative 

study of the accuracies can be analyzed as given in the table 

below.  
TABLE IV. ACCURACY RATES OF DEEP LEARNING MODELS ON MULTI-CLASS 

CLASSIFICATION 

Sl. No. Model Validation Accuracy 

1.  VGG 16 96.88 

2.  MobileNet 90.62 

3.  SqueezeNet 97.66 

 

The table shown above shows the accuracies obtained by 

applying various Deep Learning Models namely VGG16, 

MobileNet and SqueezeNet. The highest accuracy obtained is 

97.66% by SqueezeNet. The MobileNet model resulted in the 

lowest accuracy i.e., 90.62% and VGG16 achieved accuracy 

of 96.88%. 

IV. CONCLUSION 

     In this work an ensemble of machine learning algorithms 

and deep-learning based solution has been provided for the 

task of multi-class classification on the WCE image. This 

method provides a detail analysis and comparison of the 

performance of individual classifier models like SVM, RF, 

KNN, LR on the standard image features that have been 

extracted. The performance all of the classifier models have 

been analyzed. Further taking into account the current research 

trends in image classification based on deep learning models, 

the standard state-of-the art architectures namely, ResNet, 

VGG16, MobileNet V1 and SqueezeNet have been explored 

for multi-class classification. The concept of transfer learning 

has been explored to start the model training on the considered 

dataset from a relevant reference point. The performance of 

these deep learning architectures on the multi-class 

classification technique has also been analyzed and presented. 

This work signifies that a combination of hand-crafted 

features and off-the shelf features from deep learning can help 

in achieving better accuracy and precision in the classification 

problems. Further, any expanse of initial pre-processing done 

on the images considered before passing them to training on 

the deep learning architecture will alleviate the load and help 

in optimization. 
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