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Abstract- In recent years, the technical advances and 

improvements in the field of biomedical imaging techniques 

has provoked increasing interest to resolve the previously 

intractable problems. From the standpoint of medical arena, 

the task of classifying various biomedical MRI scans under 

their appropriate categories is quiet tedious owing to the 

distinct characteristics of these images. That too, with the 

large-scale influx of medical reports, there is a wide necessity 

for medical data to be automated so that it can be easily 

organized and accessed in the databases of hospitals and 

clinics. This mode of execution is conducive and speedy for 

the primary diagnosis of the patients while saving plentiful of 

time in categorizing them. Lately, with the evolution of deeper 

networks, a derivative from the notion of artificial neural 

networks known as deep learning has emerged. VGG16 model 

which adopts the perception of deep learning has performed 

fairly well to fulfill the objective of this paper.  

In this paper, 3 different datasets of MRI modality of 3 

various interior body structures namely knee joint, lumbar 

spine and cardiac are considered. The motive is to classify 

these images into 3 separate classes using VGG16 model. This 

model is applied on the medical dataset comprising of 328 

MRI scans and subsequently followed by data augmentation 

to increase the size of the data. The model is implemented in 

keras as front-end library with TensorFlow framework. The 

training on this dataset to generate a custom model file on 

GTX 1070 video card consumed 2 hours yielding 99.62%, 

98.48%, 96.6%  training, validation and testing accuracies 

respectively. 
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I. INTRODUCTION 

A. Motivation 

Healthcare sector is of higher priority when compared to other 

industries and is entirely different from them. Irrespective of 

price, people seek for highest standard of services and care. In 

most of the cases, medical experts interpret the medical 

images and there exists wide variations across various 

interpreters owing to the complexity and subjectivity of those 

images.   

In the field of computer vision, extracting and classifying the 

features of the images is a significant and essential step. This 

is accomplished by traditional machine learning (ML) 

techniques and other shallower neural network models until 

few years ago. In recent times, 

Deep learning (DL) [1], a subfield of ML makes use of 

convolutional neural networks (CNNs) [2] which are firmly 

established as a powerful method for image recognition. The 

fundamental building block of DL is CNNs which discovers 

and learns the latent features of the images itself.The baseline 

architecture followed by any deep neural networks (DNNs) 

including VGG16 [3] is CNNs. CNNs make use of local 

receptive field, sharing of the weights and max pooling 

techniques. It will insure to drastically reduce the parameters 

needed for training when compared to the shallower neural 

network models. The victory of DL in other real world data 

sets has encouraged for automatic classification of medical 

images which is otherwise not an easy task.  

B. Problem Definition 

Many recent research works on medical images have 

concentrated on AlexNet[4] and Inception v3, a version of 

GoogleNet [5]. In medical data classification, when there is a 

scarcity of labeled data, VGG [3] has become popular. So 

opting for pre-trained networks is always a best choice to train 

a DNN [6, 7, and 8].  

The conventional toilsome process experienced by manual 

labor to segregate the scan reports can be overcome by 

enforcing these DNN models. The work in this paper is 

focused on classifying medical images of 3 categories using 

the pre-trained VGG16 model on TensorFlow [9] and has 

resulted in exceptional accuracy. TensorFlow is the Google’s 

second generation artificial learning system that has earned 

lots of popularity world-wide and has stood top so far in all 

the ML and DL programs.  

C. Terminology  

a. Transfer Learning 

In the absence of ample labeled data for training a deeper 

network, one can draw attention towards employing the 

weights of a pre-trained network. This ML technique known 

as ‘transfer learning’ (TL) [10] is based on reusability concept 

that plays a vital role in the area of medical imaging. Despite 

of training the network from scratch on the new dataset, the 

weights that are already obtained by training on the globally 
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admissible datasets can be utilized. Customarily, these 

datasets are massive in size that would constitute millions of 

non-medical images. Contrarily, the medical image datasets 

are sparse, with only few thousands of images in number. In 

comparison to the traditional artificial neural networks, TL 

serves well even with limited training data and benefits the 

model with higher accuracy. This is usually followed by fine-

tuning step for still better accuracy.  

Apart from TL, other techniques like multi-stream and multi-

view architectures, augmentation of sparse datasets to dense 

are also prevalent in medical images when compared to the 

non-medical images.  

The rest of the paper is organized as follows. Section 2 

contains the related works. Section 3 describes the 

classification architecture and the steps for classification. 

Section 4 depicts the experimentation results. Section 5 

elucidates the conclusions and discussions.  

 

II. RELATED WORKS 

The proficiency of TL [10, 11] persists in complying with the 

prominent image classification model to a custom task at 

hand. Segregation of the biomedical images produced at 

medical labs into their appropriate categories assists the 

radiologists, doctors, and other clinical and non-clinical staff. 

Although TL may not be as competent enough as training the 

network completely from scratch, but is amazinglyartful for 

lots of applications. It permits for the creation of the model 

with considerably less training time and data by adapting itself 

to the subsisting rich DL neural network models. 

Alex Krizhevsky [1] has built a CNN model which has produced 

prominent results on larger datasets. NitishSrivastava, Hinton [12] 

[13] has turned up with a method called as ‘dropout’ to avoid 

overfitting which is caused by smaller and insufficient 

samples.Oquab et al. [14] has used the transfer learning 

concept on cross-domain dataset by first pre-training the 

ImageNet dataset [15] on the CNN training. Jason Yosinski et 

al. [16] in his experiments has enhanced the performance of 

DNNs by transferring the weights between cross- domains and 

later fine –tuned on the target dataset.  

In this paper, TL approach is imposed on well trained VGG16 

model. It is pre-trained on nearly 1000 object classes 

comprising of 1.28 million images from ILSVRC [17], 2014. 

 

III. VGG CLASSIFICATION ARCHITECTURE 

Oxford’s VGG model [3] is characterized by conceptually 

simple and flexible deep convolutional network. It has been 

approved that network depth plays a vital role as the better 

results can be obtained by deeper networks. VGGNet has 

rendered admirably  in the ILSVRC [17] organized in the year 

2014 by securing first position on the task of image 

localization and securing second position on the task of image 

classification on ImageNet dataset [15]. The model accepts the 

input image of size 224 * 224 * 3 with 3*3 size convolutional 

layers that are stacked upon one another in the increasing 

order of depth. It also uses 2*2 size max pooling layers for 

minimizing the size of the volume. Two fully connected (FC) 

layers each consisting of 4,096 nodes followed by a softmax 

classifier [18] is appended at the end.  

In this work, the weight vector of Imagenet dataset is used for 

the classification of biomedical images by means of TL [10, 

11] technique. So, the last dense layer FC-1000 is reset from 

the basic VGG16 model. Rather, an FC-1024 dense layer with 

ReLU activation function [19] followed by one dropout layer 

with rate 0.5 is replaced. A smaller learning rate is enforced 

on the pretrained layers of the model wherein the features can 

be adapted to the target dataset. By doing so, the goal is to 

adapt the features to the new dataset. This is finally followed 

by FC-3 dense layer with softmax activation at the end. Figure 

1 illustrates the architecture of VGG16 where the cardiac 

image is given as an input and as a resultant the final fc 3 

layer categorizes it as cardiac image. The binary 

representation of  cardiac, knee joint and lumbar spine is 

[0,1,0], [0,0,1] and [1,0,0] respectively. 

 

 
Fig.1: VGG16 architecture for classification of biomedical images of 3 categories 
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IV. EXPERIMENTATION AND RESULTS 

For the purpose of experimentation, the medical image 

database of 262 samples altogether from MRI cardiac, MRI 

knee joint, MRI Lumbar datasets was collected from various 

online repositories. The biomedical image classification is 

instigated on the VGG16 model [3] with tensorflow [14] 

platform. The training on this biomedical imagery dataset to 

create a custom model file on GTX 1070 video card has 

expended 2 hours. 

The following table 1 illustrates the list of parameters 

employed in this training. These values are static for all the 3 

trials. Table 2 depicts the training, validation and testing 

accuracies where it is perceived that trial 2 has yielded the 

best results. Here, the network is trained with a batch size of 

16 for 15 epochs which has consumed around two hours of 

time on the specified hardware. 

Table 1: Illustration of various parameters which is fixed for 

training the network 

Parameter Value 

Transfer model VGG16  

Transfer weights ImageNet 

Optimizer stochastic gradient 

descent 

Loss categorical cross entropy 

Momentum 0.9 

Batch size 16 

Number of dense layers 2 (1024, 3) 

Number of dropout 

layers 

1 (rate=0.5) 

 

Table 2: Depicts the parameters vs. trials for the medical 

image dataset 

Parameter/Trial Trial 1 Trial 2 Trial 3 

Epochs 15 15 20 

Validation split 0.2 0.3 0.2 

Training accuracy 94.03% 99.62% overfits 

Validation accuracy 89.16% 98.48% overfits 

Testing accuracy 92.8% 96.4% overfits 

The below screenshot figures 2, 3 and 4 make it evident on the 

analysis of results. Figure 3 depicts the training and validation 

accuracies of trial 2 for epoch sizes of 20 and 15. Figure 2 

shows the appearance of cardiac, knee joint and lumbar spine 

images in the test dataset. The notation used to signify cardiac 

images starts with ‘0’, knee joint images with ‘1’ and lumbar 

spine images with ‘2’. Figure 4 signifies the task of image 

classification which is realized by prediction of the classes 

aptly based on the sequence of input images of random 

notation order supplied from the test dataset. 

 

 

 

 
Fig.2: The test dataset comprising of cardiac, knee joint and lumbar spine images 
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Fig.3: Screenshot visualization of accuracies for epochs 20 and 15 respectively 

 

 
Fig.4: Screenshot visualization for classification of the biomedical images from test set for trail 
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V. CONCLUSIONS AND DISCUSSIONS 

In the arena of clinical applications, VGG16 model which is 

based on CNNs has made a breakthrough in performing 

classification provided decent training, sufficient dataset and 

adequate training time. Although this approach initially 

anticipates little assistance from the side of radiologists/ 

clinicians for training, it offers a practical design to deal with 

the clinical reports to organize and access them as and when 

desired. This can disentangle the factor of time pressure on 

medical laboratories besides classifying the images 

appropriately. 

In this work, VGG16 architecture is trained on the biomedical 

imaging community using TL. It has delivered venerable 

results of 99.62% training, 98.48% validation and 96.4 % 

testing accuracies respectively.  

Currently there is a drastic increase in the number of 

complexities in the modalities of medical images such as CT, 

PET, MRI, fusion imaging and ultrasound etc. So, it is quite 

difficult for the radiologists to perform imaging tests to fetch 

adequate time in reading them and end up with precise 

reports. Yet, with the development of DL technology, it is 

becoming easy to segregate the scans into their respective 

classes automatically. In this manner, classifying the images 

can be refrained from manual intervention which will 

otherwise take lot of time. The radiologists can thereby 

analyze and diagnose the lesions that are suspicious in a 

particular labeled class of images.  
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