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Abstract - Intrusion detection is one of the big security issues in the cyber world today. A large number of techniques based on 

machine learning approaches have been developed. However, all forms of intrusions are not very effective. A detailed study and 

review of various machine learning techniques has been undertaken in this paper to determine the causes of problems associated with 

specific machine learning techniques for disruptive activities. The description of attacks and mapping of attack characteristics is given 

for each attack. Issues related to the identification of low-frequency attacks with data from network attacks are also addressed and 

feasible approaches for improvement are suggested. Machine learning methods for the identification of various types of attacks were 
analyzed and compared. Limitations for each group are also discussed. Numerous machine learning data mining methods have also 

been included in the report. Finally, potential directions for attack detection using machine learning techniques are given. 
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I. INTRODUCTION 

The use of the internet and internet-based software 

has grown exponentially in the present computing 

environment, with a proportionate rise in intrusions as cyber 

attacks. The control of emerging ways of disruption is a 

challenging challenge for the government and a global 
problem. 

The main purpose of intrusion detection is to investigate 

resources, identify suspicious activities and abuses. In 1980, 

Anderson adapted the model from 1980[3] by offering 

different practices to improve consumer security auditing and 

supervision. Between 1984 and 1986 the initial IDS, P 

Neumann and D Denning developed known as Intrusion 

Detection Expert System (IDES). IDES was initially trained to 

detect malicious activity using a rule-based approach and then 

transformed into Next Generation IDS (NIDES). The 

University of California and the United States in 1988. Project 

programs funded by government such as Haystack (US Air 
Force). Research was accomplished by contrasting tests with 

established behavior trends, developing host-driven behavioral 

pattern matching mechanisms and integrating them in the 

disseminated setting in 1990, introducing Davis Todd to 

Network-Based Intrusion Detection (NIDS), and contributing 

to DIDS and NSM (Network Security Monitoring) as well as 

to digital IDS (Computer Mi) in the early 90's. ASM 

(Automated Safety Measurement System) was introduced in 

1994. 

Figure 1 demonstrates the general working process of 

IDS. The purpose and role of IDS is to prevent unauthorized 
safety attacks on machines and networks. The behavioral 

characteristics of phenomena have taken on a new face and 

the current IDS is difficult to identify. An intrusion can occur 

internally or externally in the computer world. For the current 

monitoring method and defense system, the changing 

existence of emerging security threats is difficult to evaluate. 

The view of statistics warns us that we are vulnerable to 

network irregularities in terms of security breaches. Another 

big problem is the study of intrusion footprints. 
 

The basic and critical aspect of IDS in today's digital 

computing world is network security design. For IDS 

representation, the perception of an intrusion is important. The 

performance of IDS can be measured based on the honesty, 

confidentiality and simple usability of the system. If an action 

or occurrence violates the machine’s confidentiality, it can be 

viewed as an intrusion. In general, these types of activities 

occur when an attacker attempts unauthorized access to the 

network or services. In certain cases, malicious software can 

be designed to cause intrusions that breach the legality of the 

device. Many external actions threaten to breach network or 
system accessibility. The conventional system architecture has 

firewalls which failed to detect malicious intrusions and 

cannot completely protect the systems. 

 

The consequences of intrusions will deny legitimate 

users functionality and services cannot be used. To provide 

full network security, the new digital age requires advanced 

monitoring mechanisms and expanded IDS prevention 

schemes. IDS 'most important tasks are to analyze network 

data packets to detect malicious tasks, to track the flow of data 

streams and to restrict the successful mitigation of the 
system's operation. Figure 1 displays the basic functional and 

operational modules of generic IDS. 
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Figure 1. Generic View of Intrusion Detection

 

II. RELATED WORK 

Abdulla et al., 2016[1] indicated that mobile agents 

were used to detect intrusions, and that flooding attacks such 

as DoS and DDoS attacks were caught in the cloud 

environment. The snort and suricata output is both 

implemented on different systems such as Linux, FreeBSD 

and ESXi, and findings were compared with Alhomoud et al. , 

2011 [2]. 

Mainly Anderson has proposed the method of 

intrusion detection in 1980[3]. Buczak, 2015 [4] has indicated 
that learning machines and data mining techniques are not 

adequate to detect cyber traffic misuse and anomaly in real 

time. The suggested approach has shown less precision. 

Abid et al., 2017[5] recommended performance on 

the Intel Berkeley real-life data base and used in WSNs to 

detect performance measurements such as DR, FAR, and 

accuracy. For through iterative operation, different numbers of 

test cases are taken into account. Snort has demonstrated 

better performance than Suricata in windows, related 

operating systems. The suggested approach is based on 

profiles in terms of predictive metrics for behavioral 

symptoms. 
Bellovin, 1994[6] addressed firewall limitations and 

firewall security loopholes. The layered firewall architecture 

is introduced and possibilities and risks are discussed. 

Blum et al., 1997[7] proposed that the algorithms of 

the selection attributes be used for the machine learning. The 

authors have experimented with fewer attributes on a broad 

dataset. 

Carlos and Carlos, 2012[8] suggested an IDS 

solution that takes more time to prepare data and increases the 

network administrator load. 

 

 

Chiu et al. proposed an unattended scenario to lower 

the false alarm rate in 2010[9]. They proposed a fast detection 

filtering system. In both semi-supervised and supervised 
methods, the suggested method uses the same features. 

In order for the improvement of intruder detection 

using unlabeled data, Ching-Hao et al., 2009[10] 

recommended a co-training system, which showed a lower 

error rate compared to existing methodologies. Turner et al., 

2016[11] tested various snort rules versions. Most rules are 

disabled in all snort versions of rules that trigger inadequate 

security protection. There is plenty of space to write more 

complex snort rules to increase health standards. 

Das 2001[12] said a hybrid algorithm named BBHFS 

was used to improve the efficiency of the learning methods 
and the ID3 classification methodology used for the 

classification of data sets, which is a fairly low efficiency 

method compared to a vector machine. Dasgupta and 

Gonzalez suggested a multi-level risk control for both 

identified and unknown attacks in 2001[13]. We used a 

standard intrusion detection method focused on laws that 

cannot detect intrusions with high extreme values. 

Denning proposed a system for identification and 

tracking of suspicious patterns in audit data for the prevention 

in security breaches in 1987 [14]. Hybrid PSO technology that 

can accommodate nominal attributes was used. The suggested 

approach with a basic rule set demonstrates enhanced 
accuracy. 

Dickerson and Dickerson, 2000[15] recommended a 

fluoridated solution to the logic based engine of intrusion 

detection. They used small data sets for experimental 

purposes, which in effect allow the estimation of the feature 

subset to reduce the rate of accuracy. Divya and Lakra 

2013[16] proposed a hybrid snort intrusion detection method 

that uses artificial intelligence to detect only a few types of 
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attacks, and the results obtained were not very accurate. 

Reddy et al., 2011[17] suggested various ways to construct an 

intrusion sensing device. They elaborated the data mining 

principles and introduced some advanced techniques for IDS 

design. 

 
III. PROPOSED SYSTEM 

           The suggested solution consists of several steps 

including pre-processing of the attributes, removing redundant 

and unnecessary attributes and classifying the characteristic 

vector as normal or anomalous. This section explains the key 

components of the algorithm. The proposed model structure is 

defined in Figure 2. 
            

 

 
Figure 2. Proposed Architecture 

 

3.1. Data Set Preparation- 10% updated KDD 

Cup99 dataset is used for data preparation. The dataset 

contains approximately 400,000 documents. These reports 

have to do with 23 different assaults. For this analysis a 

sample dataset size of 5857 records is chosen for iterative data 

samples consisting of different types of attacks. 

3.2. Data Pre-processing – Data cleaning operations 
on the dataset are conducted to make the dataset transparent. 

WEKA is used to conduct data pre-processing operation with 

the aid of free open source data mining software. An 

unregulated RemoveUseless() filtering technique is used in 

the compilation phase to remove redundant attributes from 41 

attributes. 

 

3.3. Data Classification- Efficient kernel-based 

vector support method for classifying data. Algorithm features 

of support vector machines are used to identify the data 

collection. 

3.4. Intrusion Detection Module: Free open source 

sniffing application used to detect intrusion. Snort is paired 

with the method for collecting network data packets for the 

WinPcap packet. 

 
IV. RESULTS AND DISCUSSION 

The classification results of the classifier proposed 

are contrasted with most rising current approaches. In the R 

tool setting the suggested classifier is implemented. The 

classifier suggested has more appropriate values than current 

methodologies. Table 1 displays the performance reference 

values. 
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Table 1.  Results comparison  

 
Accuracy Sensitivity Specificity FAR 

Naïve Bayes 90.92 83.30 98.17 1.83 

J48 95.03 91.32 98.57 1.43 

Random Forest 95.73 92.68 98.63 1.37 

SMO 94.55 91.25 97.70 2.30 

C4.5 86.56 82 93.22 1.55 

SVM 83.81 64.28 87.17 3.21 

(ACO , C4.5) 90.35 86.13 96.15 0.79 

( SVM, ACO) 88.39 70.86 89.76 3.46 

( C4.5, PSO) 91.7 89.76 96.02 0.93 

(SVM, PSO) 91.35 69.1 92.16 0.93 

EDADT 97.75 89.71 97.51 0.21 

EKBSVM 99.81 99.9 99.62 0.07 

 

V. CONCLUSION 

The success of the kernel-based SVM methodology has 
increased the accuracy of current methodologies. False alarm 

levels have been minimized; this reduced FAR would impact 

administrator workload reduction directly. The proposed 

method provided 14.24 percent sensitivity is increased by 

14.96 percent over C4.5 compared to the SVM approach. At 

the other hand, the proposed system registered a sensitivity 

inclination of 11.45 percent over C4.5+ACO and its increased 

values over EDADT are 2.69 percent. 
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