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between the two types of identification judgments rather than the 
type of judgments themselves. Subordinate judgments involve 
discriminations between objects that share many visual features, 
but superordinate judgments involve discriminations between ob- 
jects that are relatively dissimilar. Murray suggested that the 
confound between visual similarity and type of identification judg- 
ment (superordinate vs. subordinate) may open the findings of 
Hamm and McMullen (1998) to different interpretations. Hence, 
visual similarity is offered as a possible alternative account 
for what determines whether viewpoint-invariant or view- 
point-dependent mechanisms are used (see Dror, Ashworth, & 
Stevenage, 1999). 

The research reported here was aimed at further investigating 
the factors that influence which type of object identification mech- 
anism governs the identification process. First, we used an exper- 
imental design that is applicable to real-world situations. The 
previous studies used a name verification task whereby partici- 
pants had to judge whether a name that initially appeared for 1500 
ms matched an object line drawing that followed (essentially, a 
same-different judgment). Rarely does identification in the real 
world follow such a sequence of events. Furthermore, the presen- 
tation of the name prior to the object may bias the identification 
process because it may cause the participants to activate and 
perhaps even generate the typical canonical representation for that 
object. In our experiment, we not only used highly realistic images 
rather than line drawings, but we also asked the participants to 
name the objects rather than just make same-different judgments. 
We thought it was important to make our experirnental stimuli and 
task closer to real-world situations to allow us both to apply our 
findings and to use them for theoretical insights into the cognitive 
mechanisms used in everyday situations. 

Second, we chose to examine how visual similarity affects 
identification performance within a well-defined category. Rather 
than examining similarities across different categories (superordi- 
hate vs. subordinate), we examined performance as a function of 
visual similarity within the single category of military fighter 
aircraft (relatively small, highly agile supersonic aircraft that are 
designed to engage in air-to-air combat; see Figure 1 for exam- 
pies). By doing so, we were able to focus on the selective contri- 
bution of visual similarity to identification isolated from other 
factors (such as the semantic contributions involved in processing 
different categorization levels). Third, rather than subjectively 
manipulating visual similarity, we experimentally quantified sim- 
ilarity on the basis of participants' ratings. 

In addition to the theoretical issues of object identification, we 
were interested in exploring how cognitive processes could be 
used to optimize identification training for military aircraft. Our 
experimental design involved training to identify aircraft, with 
transfer to novel orientations as the measure of learning. This 
transfer to novel orientations is a crucial issue in aircraft identifi- 
cation training because aircraft are viewed from a wide variety of 
orientations. An optimal training regimen would incorporate the 
least number of views necessary to achieve highly accurate iden- 
tification of aircraft at novel orientations. 

This type of research was pioneered by Gibson and Gagne 
(1947), who used scientific theory to guide the development of 
aircraft identification training procedures. In turn, their endeavors 
had a role in testing and forming theory. For example, they 
suggested that aircraft that look similar should be studied in pairs. 

Figure 1. The eight aircraft used for identification training. The four 
aircraft in the top panel are relatively homogeneous in appearance and are 
shown from canonical viewpoints. The four aircraft in the bottom panel are 
relatively heterogeneous in appearance and are shown from noncanonical 
viewpoints. 

They felt that learning to distinguish between similar aircraft 
would be facilitated by a direct comparison of the differences 
between critical, but subtle, metric features. However, from a 
training standpoint, such pairwise comparisons can have the un- 
favorable effect of substantially increasing the number of learning 
presentations. Thus, they also suggested that distinctive aircraft, 
which are less likely to be confused, could be studied individually. 
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Using identification accuracy as the dependent measure, Whit- 
more, Rankin, Baldwin, and Garcia (1972) suggested that as few as 
nine well-chosen views could facilitate accurate identification of 
aircraft at 45 novel views. With sufficient time to study a target 
image, accurate identification can be achieved based on only a 
very few learning views. However, the nature of  the aviation 
enviromnent requires accurate aircraft identification across many 
viewpoints while precluding lengthy analysis of the target image. 
The potentially severe consexluences of inaccurate aircraft identi- 
fication combined with the limited examination time of the target 
image mandate the collection and examination of response time 
data on the transfer of  learning from the learning examples to 
novel orientations (see D r ,  r, Busemeyer, & Basola, 1999, for the 
effects of  time pressure on making such decisions). Furthermore, 
response time data are critical for assessing and understanding the 
underlying cognitive processes of object identification. Thus, we 
focused on response time for correct identification as the primary 
dependent measure. 

In contrast to the above mentioned past research that focused 
primarily on the number  of views needed for learning, our research 
was aimed at examining which types of presentations were best for 
learning. Thus, rather than examining quantitative issues per se, 
such as number  of  views used in training, we wanted to examine 
the qualitative issue of the informational content conveyed by 
different viewpoints and their contribution to identification. To be 
specific, we wanted to know whether canonical presentations 
(those in which the internal reference frame of the aircraft is 
aligned with the environmental reference frame) or noncanonicai 
presentations (those that present aircraft in views where the refer- 
ence frame of  the aircraft is not aligned with the environment) 
facilitated learning and later performance at novel orientations. 
Our definition of eanonicality follows Palmer, Rosch, and Chase 
(1981) and Dror and Kosslyn (1998) to reflect a typical view of an 
object. In contrast to the above mentioned usage, we limited 
ourselves to images within the two-dimensional picture plane, 
designating eanonicality to objects that have clearly defined in- 
trinsic frames of reference and face up, down, left, or fight. 

To summarize, for theoretical and applied reasons, we trained 
participants to identify military fighter aircraft. Parfi.'cipants 
learned to identify aircraft that were relatively similar to each other 
and aircraft that were relatively dissimilar to one another. Some 
participants learned to identify the aircraft with examples that 
presented the aircraft from a canonical viewpoint and other par- 
ticipants with examples from noncanonical viewpoints. Our mea- 
sures included performance improvement during learning on the 
training examples and transfer identification performance to novel 
orientations used at test. 

M e t h o d  

Participants 

Eighty-two participants were recruited through temporary agencies. 
There were 10 women and 72 men, with ages ranging from i8-49  years 
and a mean age of 22.75 years. Two participants were in their 40s, and 
three were in their 30s. All participants had either a high school diploma or 
a graduate equivalency diploma. By self-report, no participant had previous 
experience with aircraft identification. All participants were screened for 
visual acuity using a standard SchneUing eye chart, and only those whose 
vision was 20/30 or better took part in the study. Participants were tested 

at the United States Air Force TRAIN Laboratory at Brooks Air Force Base 
in San Antonio, Texas, and were paid for their time. 

Materials 

Stimuli were made from 12 high-resolution gay-scale images of mili- 
tary aircraft. The point of view of the aircraft was from directly above. The 
images were rendered from virtual three-dimensional models (made by 
ViewPoint International Inc.). The models were accurate representations of 
the military fighter aircraft and included visual information about texture 
and shading. Each aircraft image was scaled to be approximately 10 cm in 
length along the longest axis, from nose to tail. Participants sat approxi- 
mately 60 cm from the computer monitor, making the stimulus images 
subtend a visual angle of approximately 9.5* (see Figure 1 for examples). 

An upright 0* orientation was designated for each ait~zraft such that the 
aircraft appeared to be standing on its tail with its nose pointing straight up. 
Sixty-four images of each of the 12 aircraft were made by rotating the 0* 
image in the picture plane at increments of 5.625", resulting in 768 total 
stimulus images (12 aircraft × 64 orientations). 

The mask was a visual stimulus composed of a circular image with a 
gradient fill from black in the center, to gray in the middle, to white at the 
circumference. Colored in this manner, the mask looked like a dark- 
centered starburst with white edges. This mask appeared before and after 
every presentation of an aircraft stimulus. 

The 12 aircraft were divided into two sets of stimuli according to their 
visual similarity. In one set, all the aircraft were relatively different from 
one another and relatively discriminable (the heterogeneous stimuli set). 
The other set of stimuli included relatively similar aircraft (the homoge- 
neous stimuli set). The division of the 12 aircraft into the two stimuli sets 
was based on cluster analyses of similarity ratings. Participants rated the 
similarity between all possible pairs of 19 aircraft presented at identical 
upright positions (for more details, see Ashworth & Robbins, 1996). 
Following cluster analysis of the similarity ratings, we selected aircraft 
from different clusters for the heterogeneous set of stimuli and from within 
a single cluster for the homogeneous set. Each set of stimuli included 64 
images of each aircraft, as described above. 

From the six aircraft in each set of stimuli, two were designated as 
distractors and were used only during the final testing phase. We used the 
four remaining aircraft from each set for learning; these are presented in 
Figure 1. The heterogeneous stimuli set included the Fishbed (Mig-21), 
Galab (G-4), Tomcat (F-14), Farmer (Mig-19), Mirage (F-l), and Fresco 
(Mig-17; the latter two were used as distractors). The homogeneous stimuli 
set included the Eagle (F-15), Hornet (F-18), Flanker (SU-27), Fulcrum 
(Mig-29), Foxbat (Mig-25), and Falcon (F-16; the latter two were used as 
distractors). 

From both the homogeneous and heterogeneous stimuli sets, two subsets 
of orientations were chosen for presentation during the learning phase. For 
half of the participants, we presented the eight aircraft at canonical orien- 
tations-that is, the intrinsic reference frame of the aircraft was aligned 
with the environmental reference frame. The canonical orientations were 
0", 90 °, 180", and 270* in the picture plane (Figure 1, top panel). For the 
other half of the participants, we presented the eight aircraft at noncanoni- 
cal .dentations--that is, the intrinsic reference frame of the aircraft did not 
align with the environmental reference frame. The noncanonical orienta- 
tions were 22.5", 112.5", 202.5 °, and 292.5 ° in the picture plane (Figure 1, 
bottom panel). 

Procedure 

Participants were tested in one session that took approximately 6 hr and 
included a 1-hr lunch break and a number of shorter breaks, as specified 
below. Participants were tested in groups that varied in size from 9 to 20. 
Each participant sat in a three-sided cubicle. Before the experiment, we 
gave verbal instructions to the participants and they asked questions and 
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received clarifications. Participants were instructed not to interact with 
each other. 

The experiment was administered on IBM-compatible microcomputers 
with high-resolution 15-in. (38-cm) monitors. Responses were made on the 
keyboards. Accuracy and response time were recorded by the computers 
using a timing technique by Haussmann (1992) that provides millisecond 
precision. 

The experiment had two factors, each with two levels, resulting in four 
conditions. The first factor, Presentation, manipulated the orientations 
(canonical or noncanonical) at which the aircraft stimuli were learned and 
was a between-participant factor. Participants were randomly assigned to 
either the canonical presentation condition (0 °, 90 °, 180 °, and 270 °) or to 
the noncanonical presentation condition (22.5 °, 112.5 °, 202.5 °, and 
292.5°). Those assigned to the canonical condition saw only canonically 
oriented presentations of aircraft during learning. Those assigned to the 
noncanonical condition saw only noncanonically oriented presentations of 
aircraft during learning. The testing phase was identical for all participants, 
regardless of their learning presentation condition. 

The second factor, Discriminability, varied the degree of visual similar- 
ity (homogeneous or heterogeneous) among ~ to be learned and was 
a within-participant factor. Each participant learned, and then was tested 
on, both the homogeneous and the heterogeneous stimuli. The administra- 
tion order of the homogeneous and heterogeneous stimuli was counterbal- 
anced across participants. Thus in each presentation condition (canonical or 
noncanonical), half the participants first performed the experiment with the 
homogeneous set and then with the heterogeneous set, and the other half of 
the participants performed the experiment in the reverse order. Participants 
were given a lunch break after completing the first stimuli set of the 
Discriminability factor and before moving on to the next set. 

To summarize, the design of the experiment was a 2 (presentation) X 2 
(discriminability) full factorial. The Presentation factor (canonical and 
noocanonical) was a between-participant factor, and the Discriminability 
factor (homogeneous and heterogeneous) was a within-participant factor. 
Thus the four experimental conditions were as follows: (a) canonical and 
homogeneous, Co) canonical and heterogeneous, (c) noncanonical and 
homogeneous, and (d) noncanonical and heterogeneous. 

The procedure was identical for each of the four experimental condi- 
tions. There was a learning phase followed by a testing phase. Each phase 
was composed of blocks of trials. Trials consisted of the presentation of an 
aircraft stimulus for 5 s or until a response was made, whichever came fn'st. 
A stimulus mask appeared for 100 ms before and after each aircraft 
presentation. Participants responded by pressing one of five keys on the 
computer keyboard. Four of the keys were labeled with the aircraft names. 
The fifth key was labeled "NA" for "none of the above." 

Learning phase. The learning phase contained 10 blocks of trials. 
Eight of the 10 learning blocks contained 160 trials each; the remaining 2 
blocks contained 16 trials each, giving a total of 1,312 learning trials. The 
trials within each block were randomized. The order of blocks was the 
same for each experimental condition. 

The purpose of Block 1 was to teach the participants to associate the 
name of the aircraft with its respective images. The four aircraft were 
presented 10 times at each of the four learning orientations, resulting in 160 
trials (4 aircraft X 4 orientations × 10 repetitions). On each trial, the name 
of the ~ was presented along with the aircraft image. Participants 
were instructed to study the image for the full 5 s and to associate the name 
with the aircraft. After the aircraft image disappeared from the monitor, the 
participants pressed the key labeled with the correct aircraft name. Partic- 
ipants were instructed to concentrate and strive for perfect accuracy be- 
cause their identification of the four aircraft would be tested later. Accu- 
racy feedback was provided by a beep if an incorrect key was pressed. 

Blocks 2, 3, and 4 were identical to each other. Similar to Block 1, the 
four a i~ a f t  were presented 10 times at each of the four learning orienta- 
tions, resulting in 160 trials. However, unlike Block 1, the aircraft names 
were not presented along with the aircraft images. The purpose was to 

ensure that the participants had learned the names of the aircraft. Partici- 
pants were instructed to respond as quickly as possible while maintaining 
high accuracy. Accuracy feedback was provided by a beep if an incorrect 
key was pressed. After Block 4, participants were given a 10-min rest 
break. 

Because participants had jnst returned from a 10-min rest break, Block 5 
served as a reminder of the aircraft names and offered the participants 
another opportunity to associate the aircraft names with their respective 
images without any time pressure. Similar to Block 1, the aircraft names 
were presented along with the aircraft images, and participants were 
instructed to study each image for the full 5 s. Unlike Block 1, the four 
aircraft were presented only once at each of the four learning orientations, 
resulting in 16 trials (4 aircraft × 4 orientations). Accuracy feedback was 
provided by a beep if an incorrect key was pressed. 

Blocks 6, 7, 8, and 9 were identical to Blocks 2, 3, and 4. The aircraft 
were presented without names, and participants were instructed to respond 
as quickly as possible while maintaining high accuracy. Accuracy feedback 
was provided by a beep if an incorrect key was pressed. After Block 9, 
participants were given a 30-min rest break. 

Block 10 was the last block of the learning phase and was identical to 
Block 5. The aircraft names were presented along with the aircraft images, 
and participants were instructed to study each image for the full 5 s. The 
four aircraft were presented once at each of the four learning orientations, 
resulting in 16 trials. Accuracy feedback was provided by a beep if an 
incorrect key was pressed. 

Testing phase. The testing phase consisted of 320 randomized trials. 
The four aircraft were presented once at each of the 64 test orientations for 
a total of 256 presentations (4 aircraft × 64 orientations). In addition, there 
were 64 distractor trials, using two distractor aircraft that were evenly 
distributed across the 64 testing orientations. 

Participants were instructed to respond as quickly as possible while 
maintaining high accuracy. Participants were informed that distractors had 
been added and that they were to press the key labeled "NA" for "none of 
the above" at the presentation of a distractor. Because there were 64 
presentations of each of the aircraft and 64 presentations of the distractors, 
there were an equal number of responses assigned to each of the five 
response keys. In contrast to the learning phase, no accuracy feedback was 
provided during the testing phase. 

The testing phase was preceded by 24 practice trials to acquaint the 
participants with trials that included distractors. The six aircraft (four from 
the learning phase and two distractors) were presented once at each of the 
learning orientations for a total of 24 trials (6 ahcmft × 4 orientations). 

Resul~ 

Accuracy rates were very high, most  probably due to the explicit  

instructions that s tressed the importance o f  accurate responses.  

Accuracy was above 94% at all orientations in all blocks o f  both 

the learning phase and the testing phase. Thus,  the high accuracy 

that we  wanted,  and obtained, resulted in a ceil ing effect  that 

prevented  meaningful  analysis o f  the error rates. All  reported 

analyses were  per formed on the response  t ime data for correct  

responses.  
Medians  were  calculated for each stimuli set at each orientation, 

for each block, for  each participant. Medians  were  used because 

they provided an  accurate representat ion o f  central tendency o f  

individual participants, el iminating the need for various methods  

for t r imming outlicrs. It was on these medians  that all subsequent  

data analyses were  performed.  The  learning phase data were  ana- 

lyzed separately f rom the test phase  data. 
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L e a r n i n g  P h a s e  

The analysis included only the learning data from blocks in 
which the aircraft names were not presented along with the images 
and the participants were instructed to respond as quickly as 
possible while maintaining high accuracy (Blocks 2, 3, 4, 6, 7, 8, 
and 9). Blocks 1, 5, and 10 do not represent meaningful data 
because these blocks only measured participants' ability to read a 
name on the monitor, wait 5 s, and then press a key with the same 
name. For simplicity, the seven blocks from the learning phase that 
were used in the analysis are henceforth be referred to as Blocks 
1-7. 

The analysis examined performance across the seven learning 
blocks. Presentation (canonical vs. noncanonical) was a between- 
participant factor. Within-participant factors were Discriminability 
(homogeneous vs. heterogeneous), Learning Blocks (Blocks 1-7), 
and Learning Orientations (the four orientations used during learn- 
ing). By itself, the Learning Orientations factor is not meaningful 
because it collapses across the two presentation conditions (0 ° 
and 22.5 ° , 90 ° and 112.5 ° , 180 ° and 202.5 ° , 270 ° and 292.5°), and 
thus it is not reported. However, all terms that include the Presen- 
tation × Learning Orientations interaction are meaningful because 
this interaction separates the canonical learning orientations from 
the noncanonical learning orientations. The overall design of the 
analysis of variance (ANOVA) for the learning phase was 2 
(presentation) X 2 (discriminability) x 7 (blocks) x 4 (learning 
orientations). 

The ANOVA revealed significant main effects for presentation, 
F(1, 80) = 4.54, p < .05, MSE = 545,751 (mean response times 
of 784 ms and 830 ms for canonical and noncanonical, respective- 
ly); for discriminability, F(1, 80) = 86.83, p < .001, MSE = 
110,663 (mean response times of 852 ms and 761 ms for homo- 
geneous and heterogeneous, respectively); and for block, F(6, 
480) = 120.80, p < .001, MSE = 14,128 (mean response times of 
905 ms, 840 ms, 814 ms, 762 ms, 770 ms, 781 ms, and 777 ms for 
Blocks 1-7, respectively). Learning orientations as a main effect is 
not reported; as explained previously, it is not meaningful because 
it collapses across canonical and noncanonical presentations. 

As illustrated in the bottom panel of Figure 2, the ANOVA 
revealed an interaction for Discriminability x Block, F(6, 
480) = 27.89,p < .001, MSE = 9736.86, reflecting that during the 
first four blocks, participants' performance with the homogeneous 
stimuli set improved more rapidly than with the heterogeneous 
stimuli set. There was also an interaction for Discriminability x 
Block X Orientation, F(18, 1440) = 1.98, p < .01, MSE = 
1566.85. However, this interaction could not be interpreted be- 
cause of the manner in which the Orientation factor is collapsed. 
There were no other significant interactions (all ps > .20). 

Tes t ing  P h a s e  

Participants' identification performance was tested at 64 orien- 
tations that were equally spaced every 5.625 ° in the picture plane. 
Of these 64 orientations, 4 were the original training orientations, 
whereas the remaining 60 were novel orientations. To assess 
identification performance as a function of the learning orienta- 
tions, we collapsed the data for the novel orientations according to 
their disparity from the nearest learning orientation. Thus, all data 
cells that were 5.625 ° from one of the four learning orientations 
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Figure 2. Response time (in milliseconds) for identification of aircraft 
during learning. The graphs plot performance across learning blocks. Error 
bars indicate the normalized standard error. The top panel depicts correct 
identification at the canonical and noncanonical orientations used during 
learning. The bottom panel depicts correct identification of the relatively 
dissimilar set of aircraft (heterogeneous set) and of the relatively similar set 
of aircraft (homogeneous set). 

were collapsed, all cells that were 11.250" from a learning orien- 
tation were collapsed, all cells that were 16.875" from a learning 
orientation were collapsed, and so forth, up to 45*. Because the 
learning orientations were separated by 90 ° , the collapsed data 
could be no more than 45* from a learning orientation (any angular 
disparity larger than 45* from one learning orientation would be 
closer to another learning orientation). After collapsing, the data 
represented identification performance at 0.000", 5.625", 11.250", 
16.875 °, 22.500°, 28.125 °, 33.750 °, 39.375", and 45.000* from the 
nearest learning orientation. 

Presentation (canonical vs. noncanonical) was a between- 
participant factor. Within-participant factors were Discriminability 
(homogeneous vs. heterogeneous) and Angular Disparity (the an- 
gular disparity of novel orientations from the nearest learning 
orientation). Thus, the overall design of the ANOVA for the test 
phase was 2 (presentation) X 2 (discriminability) × 9 (angular 
disparity). 

The ANOVA revealed significant main effects for the Presen- 
tation factor, F(1, 80) = 5.65, p < .05, MSE = 322,875 (with 
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mean response times of 837 ms and 907 ms for canonical and 
noncanonical, respectively); for the Discriminability factor, F(1, 
80) = 57.87,p  < .001, MSE = 60,913 (with mean response times 
of 921 ms and 823 ms for homogeneous and heterogeneous, 
respectively); and for the Angular Disparity factor, F(8, 
640) = 9.88, p < .001, MSE = 4,639 (with mean response times 
of 850 ms, 855 ms, 857 ms, 866 ms, 879 ms, 877 ms, 875 ms, 896 
ms, and 895 ms for increasing angular disparity from the nearest 
learning orientation). 

As illustrated in Figure 3, the ANOVA revealed interactions for 
Presentation × Angular Disparity, F(8, 640) = 2.47, p < .05, 
MSE = 4,639 (top panel), and Diseriminability × Angular Dis- 
parity, F(8, 640) = 3.06, p < .01, MSE = 5,026 (bottom panel). 
There were no other significant interactions (all ps  > .40). 

A linear contrast on the Angular Disparity factor revealed that 
there was a significant linear trend, F(1, 80) = 43.27, p < .001, 
MSE = 7812.31, with response time increasing as a function of 
angular disparity from the nearest learning orientation. We per- 
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Figure 3. Response time (in milliseconds) for identification of aircra~ during testing. Response time is plotted 
as a function of angular disparity between novel orientations presented during test and the nearest learning 
orientation. Error bars indicate the normalized standard error. The top panel depicts correct identification for 
aircraft that were presented during learning at either canonical or noncanonical orientations. Points A and B 
indicate identification performance at the four noncanonical orientations (22.5 °, 112.5 °, 202.5 °, and 292.5 °) at 

test. Point A represents aircraft that were learned at those same four noncanonical orientations. Point B represents 
aircraft that were learned at different orientations (the four canonical orientations: 0 °, 90 °, 180 °, and 270°). 
Nevertheless, identification performance at Point B is better than Point A (p < .05). The bottom panel depicts 
correct identification of the relatively dissimilar set of aircraft (heterogeneous set) and of the relatively similar 
set of aircraft (homogeneous set). The high linear slope describing the homogeneous set suggests a normalization 
mechanism used in an orientation-dependent identification process, whereas the lack of such a slope in the 
heterogeneous set suggests an orientation-invariant process. 
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formed regression analyses on both levels of the Discriminability 
factor (homogeneous vs. heterogeneous) as well as both levels of 
the Presentation factor (canonical vs. noncanonical). In all four 
instances, a linear relationship was found between angular dispar- 
ity from the closest learning orientation and response time: homo- 
geneous, slope = 1.64 milliseconds per angle of rotation (ms/*), 
/i a = .95, p < .001; heterogeneous, slope = .45 ms/*, R 2 = .60, 
p < .05; canonical, slope = 1.27 ms/*, R 2 = .87, p < .001; 
noncanonical, slope = .81 ms/*, R 2 = .61, p < .05. Figure 3 shows 
the regression lines fitted to their respective functions. 

To examine whether the slopes for the homogeneous and bet- 
erogeneous levels of the Discriminability factor were equivalent, 
we computed a Linear × Linear contrast. The slope relating 
response time to angular disparity for homogeneous aircraft was 
steeper than that for the heterogeneous stimuli, F(1, 80) = 13.26, 
p < .001, MSE = 8,280. A similar Linear × Linear contrast 
computed on the slopes for the canonical and noncanonical levels 
of the Presentation factor failed to reach significance, p = .15, 
suggesting that they were comparable. Within both the canonical 
and noncanonical learning conditions, participants' performance 
was best at the specific orientations used during training. 

We were specifically interested in comparing identification per- 
formance at 0* angular disparity for the noncanonical stimuli 
with 22.5* angular disparity for the canonical stimuli (Points A and 
B, Figure 3, top panel). Both Points A and B represent the same 
four orientations at test: 22.5*, 112.5", 202.5*, and 292.5*. How- 
ever, they represent different orientations during learning. Point A 
represents learning orientations of 22.5", 112.5", 202.5*, and 
292.5", which are identical to those seen at test. Point B represents 
learning orientations of 0", 90", 180", and 270*, and thus the test 
orientations at point B are all rotated 22.5* clockwise from the 
learning orientations. Therefore, Point A represents identification 
of the same images studied during the learning phase, whereas 
Point B represents identification of the images at novel orienta- 
tions. Nevertheless, studying the aircraft at canonical orientations 
promoted better identification at the noncanonical orientations 
than did both studying and testing at the noncanohical orientations, 
F(1, 80) = 4.05, p < .05, MSE = 35,868 (with mean response 
times of 893 ms and 834 ms for Points A and B, respectively). 

Discussion 

Stimulus Similari ty  

During the learning phase, the aircraft from the heterogeneous 
and homogeneous stimuli sets showed a comparable pattern of 
results. Identification performance improved as learning pro- 
gressed, and around the fourth block improvement reached asymp- 
tote. As expected, aircraft from the heterogeneous stimuli set were 
consistently easier to identify than aircraft from the homogeneous 
stimufi set. After performance had leveled off, the heterogeneous 
aircraft were identified approximately 65-70 ms faster than the 
homogeneous aircraft. 

The test phase continued to reflect that aircraft from the homo- 
geneous set were more difficult to identify. However, in contrast to 
the learning phase, a different pattern of results emerged from the 
two sets of aircraft stimuli. Degradation of identification perfor- 
mance as a function of the angular disparity between the learning 
orientations and the novel orientations was much higher for the 

homogeneous aircraft than for the heterogeneous aircraft. In fact, 
the heterogeneous set of aircraft had almost no slope. The slope 
of 0.45 ms/* for this condition is below what is considered to 
reflect a normalization process, whereas the slope of 1.64 ms/* for 
the homogeneous aircraft is typical of normalization (such as 
mental rotation; see Cohen & Kubovy, 1993, and Tarr & Pinker, 
1989, for reviews of mental rotation slopes). 

The increase in response time found for the homogeneous set of 
aircraft is consistent with viewpoint-dependent theories (e.g., Tarr, 
1995; Tart & Bfllthoff, 1995; Tart & Pinker, 1989), which suggest 
that the incoming visual images are normalized and compared to 
viewpoint-specific representations stored in memory. Such theo- 
ries assign a very specific role for the training examples, namely, 
that they are used as basic representational exemplars for identi- 
fication of future stimuli. Given the importance of initial presen- 
tations in establishing long-lasting representations (DiGirolamo & 
Hintzman, 1997; Dr*r, Ashworth, Schreiner, Robbins, & Snooks, 
1997), careful consideration must be given to selection of the 
training examples. 

However, viewpoint-dependent theories were only supported by 
the homogeneous set of stimuli. The data from the heterogeneous 
set of stimuli reflected that novel stimuli were identified without a 
normalization process, thus supporting a viewpoint-invariant 
mechanism (e.g., Biederman, 1987; Biederman & Gerhardstein, 
1993). Such theories attribute a different role for the training 
examples, namely, that they are the means for establishing ab- 
stract, orientation-invariant representations. For such theories, the 
examples used in training may not be as critical as in viewpoint- 
dependent theories. However, they are still important tools and 
have to be well chosen in order to facilitate formation of good 
abstract representations. 

Hence, our data demonstrate that neither a viewpoint-dependent 
nor a viewpoint-invariant mechanism underlie all identification 
processes. The question remains, What is the underlying cognitive 
reason for the use of one mechanism or the other? The answer has 
theoretical significance because it highlights the distinctiveness 
and relative advantage of each mechanism. It also has applied 
significance because it can help construct training procedures that 
best facilitate the mechanisms used. 

Hamm and McMullen (1998) proposed that the type of category 
identification judgment (subordinate or superordinate) plays a key 
role in determining if viewpoint-dependent or viewpoint-invariant 
mechanisms are used. Murray (1998) suggested that the similarity 
of the stimuli sets could equally well account for the data reported 
by Harem and McMullen (1998). 

Consistent with Murray (1998), our findings suggest that visual 
similarity is a crucial factor in determining which mechanism will 
govern the identification process. However, we interpret the sim- 
ilarity effect as reflecting different computational demands needed 
for identification. Orientation-invariant representations are ab- 
stractions and, hence, do not encode all of the fine metric details. 
Thus, when the identification task was relatively easy (when the 
aircraft were dissimilar), then fine metric details were not needed 
for successful identification and an orientation-invariant mecha- 
nism was used. Its use enables identification without resorting to 
computationally expensive cognitive processes, such as normal- 
ization. In contrast, orientation-dependent presentations more fully 
preserve fine metric details. Thus, when the identification task was 
relatively difficult (when the aircraft were similar), then fine 



COGNITIVE FACTORS IN AIRCRAFT IDENTIFICATION 155 

metric details were necessary to enable correct identification and 
an orientation-dependent mechanism was used. In this case, sim- 
ilarity is the factor that influences the computational demands that 
drive the identification process. 

Furthermore, because the stimuli used in our study were mem- 
bers of a single highly constrained category (military fighter air- 
craft), it is difficult to argue that differences in category member- 
ship (e.g., subordinate, superordinate) are responsible for the 
performance differences between the homogeneous and heteroge- 
neous aircraft. Using similar and dissimilar military fighter aircraft 
enabled us to isolate the similarity effects from the category 
membership effects. The use of a highly specialized domain (mil- 
itary fighter aircraft) with which naive participants had no prior 
experience enabled us to clearly address our research questions, 
avoiding issues related to the use of common objects (cars, dogs, 
and so forth) for which participants already had prior knowledge. 
And finally, cluster analyses of visual similarity ratings of the 
aircraft were used to determine the homogeneous and heteroge- 
neous aircraft sets, thus empirically validating that similarity was 
indeed the distinguishing factor between the stimuli sets. This 
finding establishes similarity as an experimentally quantifiable 
factor that can determine which mechanism will govern the iden- 
tification process. 

Our data support Edelman's (1995) use of abstract three- 
dimensional representations of animals to demonstrate that stimuli 
more similar in appearance are governed more by an orientation- 
dependent mechanism. Edelman (1991a, 1991b, 1995) proposed a 
model based on so-called features of recognition in which recog- 
nition is based on two-dimensional, image-based representations 
rather than structural three-dimensional images. Processing based 
on fine-grain metric details that are well-localized within the 
image-based representations will lead to performance that is 
viewpoint-dependent. In contrast, viewpoint-invariant perfor- 
mance results from processing gross qualitative features that are 
defined over larger regions of the representation. As objects 
become more similar in appearance, the necessity to rely on 
finer details for discrimination increases, and thus viewpoint- 
dependency also increases. 

The above conclusions can be derived with relative confidence 
because we were able to form sets of stimuli with consistent levels 
of similarity across orientations. This consistency was achieved by 
using picture plane orientations in which visual information is held 
constant for each aircraft regardless of orientation. Introducing 
out-of-picture-plane orientations changes the information that is 
presented by the image and, hence, varies the similarity of that 
aircraft to other aircraft in the set (e.g., when distinctive features 
are obscured, two dissimilar aircraft may appear more similar). 

The data reported in this article have considerable utility in that 
they demonstrate identification dissociations between different 
sets of aircraft. In contrast to so-called pure laboratory research 
that has been conducted with oversimplified or artificially con- 
trived stimuli and unrealistic procedures (such as same-different 
judgments), our data are based on stimuli and procedures that are 
closer to real-world circumstances. Moreover, because of the stim- 
uli used, the results have direct bearing on identification training of 
military aircraft. 

In terms of training military aircraft identification, our data 
demonstrate that the more distinctive the individual aircraft are 
within a set, the more transfer of learning will occur from the 

initial learning orientation to novel orientations. This in turn sug- 
gests that for distinctive aircraft, fewer total views would be 
needed during training to ensure accurate identification at novel 
orientations. In comparison, aircraft that are more similar in ap- 
pearance will require incorporating more views to ensure accurate 
identification across novel orientations. Thus, the relationship be- 
tween homogeneity of the stimuli set and the views required to 
optimize identification performance across all novel orientations is 
highly dependent on the specific stimuli set (i.e., possible confus- 
ers). Furthermore, our data show the need to construct the diffi- 
culty of training examples in accordance with the demands of 
real-world situations, thus ensuring the development of represen- 
tations that are cognitively suited to the kind of identification tasks 
that observers will perform. Our use of picture plane orientations 
is appropriate for such real-world fighter aircraft identification 
applications because fighter aircraft are extremely maneuverable 
and, thus, top views are readily available to a wide variety of 
viewpoints. 

Canonical Frame Alignment 

During the learning phase, aircraft that were presented at non- 
canonical orientations (22.5 °, 112.5 °, 202.5 °, and 292.5 °) consis- 
tently took more time to be identified than those presented at 
canonical orientations (0 °, 90 °, 180 °, and 270°). Even after per- 
formance reached asymptote, the aircraft presented at canonical 
orientations were identified approximately 40-45 ms faster. 

During the test phase, aircraft identification was tested at 64 
different orientations, which included both the canonical and non- 
canonical orientations used during learning. The initial learning 
presentation (canonical vs. noncanonical) had a strong impact on 
identification performance during testing. Participants who studied 
the aircraft at canonical orientations were much better at identify- 
ing aircraft during testing than participants who studied aircraft at 
noncanonical orientations. As seen in the top panel of Figure 3, 
this performance advantage for canonically presented aircraft was 
evident at the learning orientations (0 ° for canonical is faster than 
0 ° for noncanonical) and held across all novel orientations. 

Furthermore, identification performance at 22.5 ° from a canon- 
ical learning orientation was better than that at 0 ° from a nonca- 
nonical learning orientation (Figure 3, top panel, Points A and B). 
This finding means that training at the canonical orientations and 
then testing at the noncanonical orientations produces better iden- 
tification than training at the noncanonical orientations and then 
testing at the same noncanonical orientations! These effects for the 
canonical versus noncanonical presentations appear robust because 
performance was asymptotic after four training blocks (Figure 2). 
We attribute these data to the effect of canonicality per se because 
information is consistent across all picture plane orientations. We 
chose not to include images out of the picture plane because they 
alter the information available across orientations and hence intro- 
duce alternative explanations for data. 

Our results are consistent with the reference frame literature. 
Summarizing the literature, Palmer (1989) noted that object iden- 
tification is mediated primarily by the intrinsic reference frame for 
objects whose structure clearly defines one and by an environmen- 
tal reference frame for objects whose structure does not clearly 
define an intrinsic reference frame. The best identification occurs 
when intrinsic reference frames align with the environmental ref- 
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erence frame (see also Appelle, 1972; Corballis, Nagourney, 
Shetzer, & Stefanatos, 1978; Friedman & Hall, 1996; Hinton & 
Parsons, 1988; Palmer et al., 1981; Pani, 1993, 1994; Pani & 
Dupree, 1994; Pani, Jeffres, Shippey, & Schwartz, 1996; Pard, 
William, & Shippey, 1995; Parsons, 1995; Shiffrar & Shepard, 
1991). Our study suggests that identification performance will be 
enhanced in any pattern recognition task in which the intrinsic 
reference frames align with the environmental reference frame. 

Furthermore, our results are consistent with the literature that 
shows that the initial examples used during training have long- 
lasting effects (e.g., DiGirolamo & Hintzman, 1997; Dror et al., 
1997). This finding is not limited to military fighter aircraft iden- 
tification training but, rather, applies to any knowledge acquisition 
process. It highlights the importance of considering factors that 
govern the formation of initial mental representations. 

The existence of cognitive mechanisms that perform best when 
aircraft (and other objects) are studied at canonical orientations is 
probably attributable to our experience with objects and the envi- 
ronment. As Shepard (1982, 1984) and Shiffrar and Shepard 
(1991) suggested, this effect is likely attributable to the invariant 
nature of the terrestrial gravitational field and its predictable in- 
fluence on objects. Objects with primary internal axes are most 
stable if their axes are either in line with gravity or orthogonal to 
gravity, and our perceptual apparatus exploits these regularities in 
the world. Thus, our study suggests that when attempting to 
understand cognition, one must take into account the nature of 
mental representations in addition to "pure" computational con- 
siderations. Although our cognitive system is computational, it is 
not necessarily the most efficient (Dror & Gallogly, 1999; Dror, 
Zagaeski, & Moss, 1995). Our findings demonstrate that two 
computationally identical learning presentations (canonical and 
noncanonical orientations) containing the same information do not 
lead to the same behavioral results. The different results derive not 
from a computational difference in the processing of the two 
learning presentations but, rather, from the nature of the underly- 
ing mental representations. 

In terms of teaching identification of objects with well-defined 
intrinsic reference frames (e.g., aircraft), our results suggest that it 
would be efficient for the training examples to focus on views in 
which the intrinsic and environmental reference frames align. This 
conclusion holds true at least for novice observers, because there 
is evidence that skilled observers, such as experienced pilots, may 
develop unique information-processing mechanisms that incorpo- 
rate different representational formats and reference frames (Dror, 
1992; Dror, Kosslyn, & Waag, 1993). The study of mental repre- 
sentations and how they interact with expertise is important in 
developing real-world applications. Such representations may also 
depend on the type of stimulus, its meaningfulness, and our fa- 
miliarity with it (Dror, Ivey, & Rogus, 1997). 

Summary and Conclusions 

Explication of the cognitive factors underlying aircraft identifi- 
cation provides insight into the nature of, and processes associated 
with, the representations used to identify real-world objects. This 
explication in turn serves as a touchstone for theories of object 
identification, whose significance and validation should ultimately 
derive from the extent to which their predictions hold in real-world 
circumstances. Furthermore, the results reported here have direct 

application in the development of effective aircraft identification 
training. 

Aircraft identification within the military aviation environment 
must be accurate and rapid. Aircraft identification training that 
meets these requirements is a challenge because observers are 
required to learn a large set of complex and variant stimuli in a 
relatively short time. Furthermore, there are severe consequences 
associated with inaccurate or slow identification of military 
aircraft. 

In the research reported here, we examined the effect of stimulus 
similarity and canonical flame alignment on aircraft identification. 
We found that both the level of homogeneity of the set of aircraft 
and the initial orientation at which they are learned have a pow- 
erful effect on identification performance during learning and later 
during testing at novel orientations. That is, homogeneous stimuli 
sets are harder to learn than heterogeneous stimuli sets and are 
governed by an orientation-dependent mechanism. This finding, in 
turn, suggests that normalization processes for aligning incoming 
percepts with stored representations are more readily engaged by 
homogeneous stimuli sets than by heterogeneous stimuli sets. In 
contrast, heterogeneous stimuli sets are easier to learn and are 
governed by an orientation-invariant mechanism. 

Furthermore, even if performance in the real world requires 
identification at noncanonical orientations (e.g., a military aviation 
environment), training should nevertheless be based on canonical 
presentations that align the intrinsic and environmental reference 
frames. Our findings also question the validity of the prevalent 
"pure" viewpoint-dependent and viewpoint-invariant theories and 
support the notion that the underlying representations of objects 
and their processing is highly dependent on the task and compu- 
tational demands during learning and testing. 

We contend that this research has implications both for theories 
of object identification and for the development of training proce- 
dures. We showed how such a relationship can be reciprocal--one 
in which theories are applied to real-world settings but also one in 
which real-world settings provide the test for theories and can 
constrain and guide their development. 
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