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Abstract-Unbalanced data studies are still an open issue. 

Performance analysis and comparison of classifier is more 

challenging task in case of unbalanced data. Use of wrong and 

biased evaluation metric gives false result comparison. False 

comparison leads to false research finding. For unbalanced 

data classification unbiased performance evaluation is 

challenging task. We perform detail experiment to verify 

unbiased performance of newly proposed balanced mean 

parameter called B-mean for real-life dataset. Our result 

proved B-mean is more balanced metric as compared to 

existing most balanced metric called G-mean. We used eight 

real-life datasets and one synthetic dataset and proved that B-

mean shows balanced performance evaluation even if 

imbalanced ratio is too high. 
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I INTRODUCTION 

Classifier performance is evaluated using evaluation 
metrics. Different researchers use different evaluation matrices. 
Selection of ideal evaluation metric for valid performance 
evaluation is always challenging task [2]. Selection of 
evaluation metrics for classifiers depends upon the data 
characteristics as well [2].  For balanced dataset most of the 
researchers prefer accuracy as performance evaluation metric. 
Balanced data have equal class distribution [3]. In case of 
equal class distribution accuracy gives overall performance 
result of classifier. However in case unbalanced data accuracy 
is not a good measure for performance valuation [4]. 

Unbalanced data does not have symmetric class distribution 
[8]. In unbalanced dataset some classes are in majority number 
and known as majority class and some are in minority number 
known as minority class [3]. Most of existing studies 
performed on unbalanced data gave more importance to 
majority class [3, 4]. They select accuracy, precision and recall 
metrics for performance evaluation. However, majority class is 
not important in unbalanced datasets like medical dataset, 
chemical reaction analysis, security system, weather 
forecasting, sentiment analysis, accident analysis etc. [1, 5, 6, 
7]. 

Minority sensitive dataset need minority sensitive 
evaluation metric. In this paper we provide experimental study 
of performance analysis of new balanced mean called B-mean 

for real life datasets. B-mean is imbalanced ratio (IR) based 
metric which provide balanced performance evaluation. B-
mean alleviate majority class biasing which is present in other 
evaluation matrices.    

Table-1 shows evaluation matrices used in data mining [9]. 

In additional to matrices shown in Table-1 there is one more 

metric called area under curve (AUC). AUC is computed 

using graphic plot for true positive (TP) versus false positive 

(FP) [6]. 

TABLE-1 DATA MINING EVALUATION MATRICES [9] 
Metrics Name Expression 

Accuracy (TP + TN) / (TP+TN+FP+FN) 

Precision TP / TP+FP 

Recall (TP rate or 

Sensitivity) 

TP / TP + FN 

TN rate (Specificity) TN / TN + FP 

Fvalue (1 + 𝛽2)𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝛽2𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

OR 

2*((precision*recall)/(precision + recall)) 

Geometric Mean (G-

mean) √(∏𝐴𝐶𝑖

𝑛

𝑖=1

)
𝑛

 

 

TABLE-2 DATASET DESCRIPTION 

Name No of 

Attri. 

No of 

Classes 

No of 

Inst. 

Remarks 

New-Thyroid 5 3 215 Hyper and Hypo are 
minority class. Normal 

is largest class with 150 

instances. 

Breast Cancer 10 2 699 Malignant is minority 

class 

HIV 9 2 1625 Imbalanced dataset 

Contraceptive 10 3 1473 Survey dataset 

Contact 

Lenses 

4 3 24 One class in in majority 

and two are in minority 

Diabetes 9 2 768 Imbalanced dataset 

Vote 17 2 435 Imbalanced dataset 

Synthetic 10 2 1000 Created synthetically 
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II METHOD AND RESULT ANALYSIS 

We used eight datasets from UCI repository and one 

synthetic dataset. Dataset description is shown in Table-2. 

We used Weka library for our experiment. We applied 
naïve Bayesian classifier on eight datasets and analyze the 
classifier performance using matrices of Table-1 and compare 
their result with B-Mean value. B-mean value is calculated 
using (1). 

B-mean =  

(((IR×TN_rate)+(1/IR×TP_rate) ÷ (IR+1/IR))+Acc)÷2             (1) 

Table-3 shows classifier result in form of different 
evaluation measures. In this table P is for positive instances 
and N is for Negative instances. In case of multi-class dataset 
we considered all majority classes as positive and all minority 
classes as negative.  

From Table-3 result we discovered that G-mean is more 

balanced as compared to Precision and Recall. Although G-

mean is termed as balanced metric, we found that it has little 

biasing towards majority class. For Vote dataset majority class 

have less accuracy (TP_rate) as compared to minority class 

accuracy (TN_rate) and thus G-mean is less than B-mean. For 

all other datasets where majority class accuracy is more than 

the minority class, the G-mean value is more than the B-mean 

value.  

Fig.1 shows behavioral graph of evaluation matrices. If 

imbalanced ratio is comparatively less and TP_rate and 

TN_rate do not much differ then there is no significant 

difference between G-mean and B-mean value. However, if 

there is major difference between TP_rate and TN_rate then 

the B-mean is more balanced as compared to the G-mean. As 

imbalanced ratio increases G-mean have visible biasing and 

B-mean is proved as more balanced metric. 

TABLE-3 CLASSIFICATION RESULTS 

P N TP TN FP FN Acc TN_rate TP_rate B-mean Gmean Dataset 

458 241 443 237 4 15 0.97 0.98 0.97 0.98 0.98 BC 

1250 375 1201 322 53 49 0.94 0.86 0.96 0.90 0.91 HIV 

150 65 150 64 1 0 1.00 0.98 1.00 0.99 0.99 NT 

1140 333 867 171 162 273 0.70 0.51 0.76 0.62 0.62 Contraceptive 

15 9 12 5 4 3 0.71 0.56 0.80 0.66 0.67 Contact -Lenses 

700 300 605 149 151 95 0.75 0.50 0.86 0.65 0.66 Credit 

500 268 422 164 104 78 0.76 0.61 0.84 0.71 0.72 Diabetes 

267 168 238 154 14 29 0.90 0.92 0.89 0.91 0.90 Vote 

800 200 700 43 167 100 0.74 0.20 0.88 0.49 0.42 Synthetic 

 

Fig.1 Result of Matrices for Unbalanced data 
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Fig.1 shows than in most of the time B-mean and G-mean are 

overlapping. However, in case of synthetic dataset where 

imbalanced ratio is high and there is major difference between 

TP_rate and TN_rate the B-mean gives balanced result as 

compared to the G-mean.  

III CONCLUSION 

Balanced evaluation is important for performance evaluation of 

classification. Most of existing studies uses Accuracy, 

Precision, Recall, F-measure, G-mean as evaluation metric. 

Except G-mean all other are majority class biased matrices. We 

evaluate performance of B-mean for real-life datasets and 

found that B-mean is more balanced as compared to G-mean. 

As imbalanced ratio increases the difference between G-mean 

and B-mean increases and B-mean shows clear upper-hand 

over G-mean.   
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