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Communication networks have emerged as a source of 

empowerment in today’s society. At the global level, the 

Internet is becoming the backbone of the modern economy. 

The new generations in developed countries cannot even 

conceive of a world without broadband access to the Internet. 

The inability of the current Internet infrastructure to cope with 

the wide variety and ever growing number of users, emerging 

networked applications, usage patterns and business models is 

increasingly being recognized worldwide.In optical network, it 
is necessary to determine the route and assign a wavelength 

that will be used on all links along the route.In this paper we 

provide a comprehensive survey of the past and current work 

on advance reservation for optical networks. There have been 

many variations of the advance reservation concept proposed, 

so we will also provide a broad classification. In addition to 

the survey, we will discuss what we believe are important 

areas of future work and open challenges for advance 

reservation on optical networks. 
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I.  INTRODUCTION 

 

All optical networks that adopt wavelength-division-
multiplexing (WDM) technology have a huge bandwidth 
capacity, and they show promise as the backbone of the next 
generation Internet. In all optical networks, data are routed in 
optical channels called lightpaths. The Routing and 
Wavelength Assignment (RWA) problem is how to determine 
both a route and wavelengths for a connection request. Without 
wavelength conversion capability, a lightpath must use the 
same wavelength on all the links along its route, which is 
referred to as the wavelength continuity constraint. The RWA 
problem is usually classified as the static RWA problem and 
the dynamic RWA problem. In the static RWA problem, the 
connection requests are given in advance, and the problem 
becomes how to establish lightpaths for all these requests so 
that the total number of wavelengths is minimized. Static RWA 
has been proved to be an NP-complete problem [1]. In the 
dynamic RWA problem, the traffic is dynamic with connection 

requests arriving randomly, making it more difficult. Heuristic 
algorithms are usually employed to resolve this problem. 
Generally, a dynamic RWA algorithm aims to minimize the 
total blocking probability in the entire network. In our work, 
we focus on the dynamic RWA problem with wavelength 
continuity constraint. In the literature, the dynamic RWA 
problem is usually divided into two sub-problems that can be 
solved separately: routing and wavelength assignment. Routing 
schemes can be classified into fixed routing, fixed-alternate 
routing and adaptive routing. In the fixed routing scheme, one 
route is dedicated for a sourcedestination pair. Whenever a 
request occurs between this source-destination pair, this route 
is attempted for wavelength assignment. The fixed routing 
method is simple but usually causes a high blocking 
probability. The fixed-alternate routing method has better 
performance with multiple paths dedicated for a node pair. In 
the adaptive routing scheme, the route is computed at the time 
the connection request arrives, based on the current network 
state, thus it yields the best performance. However, adaptive 
routing requires high computational complexity. A more 
detailed survey of routing and wavelength assignment can be 
found in [2]. The adaptive RWA solutions in the literature 
always need special support from control protocol to obtain the 
global state of the network. Moreover, heuristic algorithms that 
perform route and wavelength searching tasks after a request 
arrives must take into account the tradeoff between complexity 
and performance. This also contributes to high setup delay and 
control overhead. A possible approach to overcome these 
problems is the use of ant-based mobile agents [3]. The ant-
based agent routing approach inherits advantages from both 
mobile agents behaviors and an ant colony system. Recent 
results show that this approach could yield efficient 
performance in the control of both circuit switching [4] and 
packet switching networks [5]. 

In WDM many data signals modulate optical signals at 
different wavelengths and out coming signals are integrated 
and are transmitted at the same time over the single optical 
fiber. In WDM every communication channel is allocated to a 
different wavelength and multiplexed onto a single fiber. At the 
destination wavelengths are spatially separated to different 
receiver locations. These Optical networks capable of 
providing required bandwidth. In a WDM network, all users 
communicate with one another through WDM channels, which 
are called as light-paths. A light-path should take the same 
wavelength over all the fiber links through which it spans. 
Advantages of Optical Networks  

    1. Optical Networks have the following Advantages  

    2. Capacity of the fiber is high Restoration can be done 
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    3. Can achieve long distance transmission Large Bandwidth  

    4. Less Weight, Small Diameter Attenuation is less  

      5. Signal distortion is less Power requirement is less    

Wavelength reuse  

    6. Requires less space Cost effective 7. Reliable and Secure 

Flexible in nature 

II. LITERATURE 

Literature depicts that there are two generations of 
development in the Optical Network. Initially to meet the 
increasing telephony traffic demands optical networking was 
the prospect of tapping the vast usable bandwidth of optical 
fiber of 30 THz [6]. First generation development of optical 
fiber started in the 1970s and employed optical fibers as 
replacements for copper cable links. In this generation, 
informational bottlenecks were preempted at transmission 
links, but loomed at network nodes whose operations were 
constrained by the speed of electronics. Second generation 
emerges from the year 1990 onwards. This employs optical 
networking devices in addition to the optical fiber. The data 
traffic served by these networks is characterized by detailed 
statistics like governing transaction length and burstiness. The 
first generation optical fiber networks are quite different from 
the telephony traffic in the quality of service demands. This is 
similar to traffic arising from the heavy-tailed nature of data 
transactions [7]. 

Besides a singular session for a specific service, a number 
of terminals can be online at the same time, connected to a 
single access link. By the year 2005, the traffic increase rate 
fell to 40%-50% every year, while router throughput became 
almost saturated due to the high IP related processing burden 
and the energy issues. The traffic growth rate of 40% a year is 
still huge and results in traffic that is 30 time the present traffic 
in 10 years [8]. Network protection and restoration 
functionality is one of the essential requirements for next-
generation networks that will have huge capacities, since a 
small time of outage in these networks will cause a large 
amount of user traffic loss [9]. Network survivability is the 
ability of a network to maintain the continuity of critical 
services to end users in the presence of network failures and 
can be realized through connection protection and restoration 
[10]. All the layers above the optical layer will have full 
protection functions of their own. Because of the speed, cost-
effectiveness, and efficiency in dealing with certain types of 
failure, optical layer protection and restoration have an 
important role in network survivability. 

Ramamurthy et al [11] presented Integer Linear Program 
(ILP) formulations for the routing and wavelength assignment 
problem are developed for a static traffic demand for both path 
and link protections schemes. Ho et al [12] proposed that the 
networks primary path is divided into several overlapped 
segments and the backup path for each sub-domain can be 
calculated individually. Redundant trees are used to provide 
rapid recovery and are presented by Medard et al [13]. Their 
algorithm constructs two trees in such a fashion that each 
destination vertex is connected to the source by at least one of 
the directed trees when any vertex in the graph is eliminated. 
Anand et al [14] described the performance of sub-path 

protection scheme in terms of capacity utilization and recovery 
time, compared with path and link protection schemes. Zang et 
al [15] developed an on-line network control mechanism to 
manage the connections in WDM mesh networks using path 
protection schemes. They use the two-step approach to route 
the connections. A new multiplexing technique called primary 
backup multiplexing is proposed by Mohan et al [16] to 
improve resource utilization. This technique allows a primary 
light path to share the same wavelength with some backup 
lightpath. Sen et al [17] proposed to use the link-disjoint path 
pair, whose longer path is shortest among all such pairs of 
paths, for path protection so that the delay on the backup path 
is minimized. They prove that the problem of finding such a 
pair of paths is NP-complete, and they use the one-step 
approach as the approximation solution. Xin et al [18] 
attempted to optimize the network resource utilization of each 
call by minimizing the overall cost of the primary and backup 
path. The paths are selected from K precomputed candidate 
route pairs. Hybrid multiplexing and demultiplexing schemes 
with the capability to integrate microwave and millimeter-wave 
frequency radio-over fiber signals in a WDM passive optical 
network infrastructure was proposed by Masuduzzaman et al 
[19]. The proposed schemes exploited the benefits of a 
spectrally efficient wavelength interleaving technique and 
enhance the performance of optical millimeter-wave signals 
without employing an additional device. The schemes are 
demonstrated experimentally with simultaneous transport of 1 
Gbit/s baseband, 2.5 GHz microwave, and 37.5 GHz 
millimeter wave signals that have the potential to converge 
last-mile optical and wireless technologies. Clustering is a 
proven effective approach for self-organizing a network into a 
connected hierarchy. Chen et al [20] viewed clustering as a hub 
and spoke model as in the airline industry. Assuming static 
traffic, a heuristic based on the K-Center problem to create K 
virtual stars of nodes was proposed. Hideaki et al [10] 
proposed a 640 Gbit/sport optical packet switch prototype 
consisting of multiple optical label processors, polarization-
independent plomb lanthanum zirconate titanate waveguide 
optical switches, optical fiber-delay line buffers and a parallel 
pipeline buffer manager. Urban et al [22] presented a hybrid 
ring-shaped wavelength division multiplexing time division 
multiplexing passive optical network that is capable of 
providing bandwidth on demand at high bit rates in a 
transparent and dynamic manner. Steven Fortune [23] 
presented a dynamic programming algorithm that chooses the 
minimum-cost amplifier placement subject to bounds on 
introduced nonlinear phase shift and noise. By introducing 
intelligent control, agile all-optical networks can serve dynamic 
and flexible bandwidth on demand. A protection scheme for 
single-duct ring networks is proposed by Wei et al [24] 
followed by a rearrangeable bandwidth allocation scheme to 
decrease blocking in critical connection setup. The survivable 
dual-duct ring infrastructure proposed will have survivability 
for the type of network in order to improve the efficiency of 
network resource utilization and signal quality. The main 
limiting factors for scaling the current architectures are the 
power consumption. This approach has capacities of hundreds 
of terabits or even petabits per seconds. Slavisa Aleksic [25] 
addressed power consumption issues in high capacity 
switching and routing elements. Also they examined different 
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architectures based on both pure packet-switched and pure 
circuit switched designs. All these were done by assuming 
either all electronic or all optical implementation. The 
implementation results show that optics is more power 
efficient; especially circuit switched architectures have a low 
power consumption. Mohammad et al [26] addressed both 
problems in non-splitting capabilities and in splitting networks, 
where the nodes do have optical splitting capabilities. The cost 
of a WDM network is dominated by the cost of higher-layer 
electronic ports. Based on the observations from optical 
solutions, Mohammad et al developed a heuristic approach for 
each network by relaxing and simplifying its corresponding 
mixed integer linear program. 

Burchard et al. have done work with advance reservation 
outside wavelength-routed WDM networks. We discussed 
earlier a distinction between STSD-fixed and STSD-flexible 
types of advance reservation. It has been shown that 
STSDfixed advance reservation leads to resource 
fragmentation, which can lead to higher blocking. This was 
first mentioned in [27], where the concept of malleable 
reservations was also introduced. Other work by the authors 
related to advance reservation include failure recovery [28], 
[29], performance evaluation and algorithms  rerouting [30], 
[31]. A number of path selection and computation algorithms 
have been proposed specifically for advance reservation over 
single channel networks. The authors in [32] propose a 
Bellman-Ford based algorithm to find the shortest hop path for 
STSD-flexible requests. Similarly, in [33] the authors propose 
another Bellman-Ford based algorithm that finds all time-slots 
during which a path is available with a specified bandwidth for 
a specified duration. In [34] several algorithms are presented 
with different goals from finding specific bandwidth between 
the start and end slots, to looking for the earliest available time 
with a specified bandwidth/duration by extending breadth-first 
search. The algorithm find the highest available bandwidth in a 
specified timeslot by extending Dijkstra’s algorithm. Lastly, 
they find all available timeslots with a specified 
bandwidth/duration by extending Bellman-Ford’s algorithm. 
Variable bandwidth path computation algorithms are discussed 
in [35]. They allow the bandwidth and/or path to change during 
each timeslot. Several algorithms are presented in [36] with the 
goal of either finding a path at a specified start time with a 
specified duration/bandwidth or finding the earliest such time. 
A number of time-based link metrics are proposed in [37]. The 
previous algorithms are based on global topology information. 
The authors in [37] propose a distributed advance reservation 
routing algorithm, as discussed previously. The algorithm is for 
STSD-flexible requests that specify a duration as well as 
required bandwidth. The group also proposed a way to rank 
timeslot and path combinations when routing an advance 
reservation request [38] (assuming centralized routing). They 
also introduce the concept of path switching where a request 
may use a number of different paths over its duration. The 
authors of [39] propose a re-routing algorithm based on load 
balancing. Re-routing, or re-optimization, has been discussed 
previously for RWA in [50]. Patel et al. have proposed 
modifications to the basic advance reservation concept. Their 
work does not consider wavelength assignment, only routing. 
In [40] they consider time-shift advance reservation. Here, 
delay elements are placed in the network that can buffer 

circuits between two links. This can be used to shift the circuit 
in the time domain. Instead of all links of a path having to use 
the same timeslots to transfer a circuit, different links can use 
different slots by shifting the circuit in time. They assume a 
time-slotted network and maintain state information about links 
and delay elements. They also use horizon scheduling, which 
only maintains state information about earliest available times. 
Requests specify their holding times and the network finds a 
start time based on the horizon schedule as well as buffer 
assignment that minimizes end-toend latency. In [41] the same 
authors also propose variable bandwidth advance reservation. 
Again the network is timeslotted and no wavelength 
assignment is performed. The main contribution is to allow the 
bandwidth of the circuit change as a function of time, i.e. each 
timeslot can transmit data at different bandwidth. The requests 
specify a file size and the network finds a start timeslot and 
bandwidth schedule that minimizes file transfer completion 
time. The authors of [42] explore the problem of logical 
topology design given a series of traffic matrices that change 
over time. The static AR RWA work we have discussed 
assumes that the set of advance reservation lightpath demands 
are given. This work will create a set of advance reservation 
lightpath demands from the time-dependent traffic matrices. 
The algorithm finds the virtual topology and flow routing over 
it. Routing and wavelength assignment is not performed (any 
of the previous work for static STSD-fixed demands could be 
used). Two MILP formulations are proposed that find a the 
virtual topology and flow routing on top of it. In one case, it is 
assumed that the virtual topology cannot change (this creates a 
static demand set) and in the other case it is assumed that the 
virtual topology can change over time (this creates a 
STSDfixed demand set). A tabu search meta-heuristic is 
derived in [43] and additional variations to flow routing are 
proposed in [44], but now considering a static virtual topology. 
The concept of delay tolerance was used in the following two 
papers [45], [46]. A batch mode scheduling technique was 
proposed in [45] where a customer specifies a waiting time 
(delay tolerance). The scheduler queues up requests and then 
schedules them in batch in order to find a better solution 
compared to scheduling them one at a time. The authors of [46] 
propose a notification interval. Batch scheduling is not 
performed in this work. The interval is used to queue requests 
that could not be provisioned upon arrival. The authors propose 
optimizing future reserved requests so that it may be possible 
to free up resources for queued requests. 

Zhe et al. derived analytical models for blocking of advance 
reservation requests [47]. They look at a simplified scenario 
with a single link consisting of a number of discrete channels. 
They show how flexibility can impact blocking as well as the 
relationship between the horizon size and blocking. Lastly, we 
would like to discuss some work with scheduling bandwidth of 
advance reservation demands. These works consider a scenario 
where lightpaths have already been established and user 
demands can be divided into discrete size bandwidth blocks 
(e.g. size of a timeslot). The problem then becomes a 
scheduling problem of how to schedule the blocks in the 
wavelengths and timeslots of the already established lightpaths. 
For example, the authors in [48] consider sliding window 
demands mixed with immediate reservation traffic. They also 
propose categorizing advance reservation demands as 
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preemptable and non-preemptable. To reduce IR blocking and 
to minimize fragmentation, some AR requests can be split up 
(preempted) and continued later so they are non-continuous in 
the time domain .A similar scheduling problem is investigated 
in [49] where they divide each timeslot into smaller bandwidth 
slots. During each timeslot, each request must use some 
number of bandwidth slots. The paper proposes two types of 
request: streaming and elastic. A streaming request (e.g. real-
time traffic) must use the same number of bandwidth slots for 
the duration of the request whereas an elastic request (e.g. file 
transfer) can use a variable number of bandwidth slots over 
time. In order to reduce blocking, the scheduler can take 
advantage of the elastic request’s ability to use more or fewer 
bandwidth slots in any given timeslot. In [50], the authors 
consider the scheduling problem with UTSD requests that 
specify a deadline. Similar to the work just discussed, 
lightpaths are already established and the scheduler must 
schedule timeslot sized bandwidth chunks to each request so 
that it completes by its deadline. The authors propose allowing 
requests with later deadlines to be pushed back to help 
accommodate requests with earlier deadlines. Initially, a 
request is scheduled using as much bandwidth as early as 
possible. If a request cannot be accommodated, the algorithm 
determines if another request with a later deadline can be 
pushed forward in the schedule so the current request does not 
have to be blocked Advance reservation is also a popular topic 
for job scheduling in Grid networks. Each job can have 
start/end times or deadlines similar to circuit requests we have 
seen for wavelength-routed networks. The job scheduler must 
determine how to assign these jobs to servers. An example of 
this work is [51]. The paper provides a number of references 
and small survey of work related to this area. 

III. CONCLUSION 

In this paper, the performance of various wavelength 
assignment approaches has been analyzed for various 
performance metrics. Simulation results showed that the First 
fit wavelength assignment algorithm achieves reduced network 
block rate with increased channel utilization and throughput 
than the other wavelength strategies. However it yields better 
performance, the disadvantage of this approach is that the 
lower indexed wavelengths are much more used than the 
higher indexed wavelengths. Hence certain wavelengths are 
utilized very low. Since all the nodes in the network use the 
lower numbered wavelengths, contention for these wavelengths 
increases which results in higher network block rate in the 
network. Furthermore, it will be concentrated to develop a 
round robin wavelength assignment approach to overcome the 
adverse effects. In this strategy, the assignment of wavelength 
starts with assigning the first indexed wavelength for the first 
requested light-path. With every subsequent request, the node 
chooses the next numbered wavelength and so on. In this 
manner, all the wavelengths can be utilized equally which 
reduces the blocking probability considerably. 

REFERENCES 

 
[1] Ramaswami, R., Sivarajan, K.N.: Routing and wavelength 

assignment in all-optical networks. IEEE/ACM Transactions on 
Networking, vol. 3 (1995) 489-500.  

[2] Zang H. et al.: A review of routing and wavelength assignment 
approaches for wavelength-routed optical WDM networks. 
Optical Networks Magazine, vol. 1, no. 1 (2000) 47-60.  

[3] Bonabeau, E. et al.: Swarm intelligence: from natural to artificial 
systems. Oxford University Press, Inc., New York (1999)  

[4] Schoonderwoerd, R. et al.: Ant-like agents for load balancing in 
telecommunications networks. Proc. of the First International 
Conference on Autonomous Agents. ACM Press, (1997) 209-
216. 

[5] Di Caro, G., Dorigo, M.: AntNet: A mobile agents approach to 
adaptive routing. Technical Report 97-12, IRIDIA, Universite 
Libre de Bruxelles (1997) 

[6] Guy Weichenberg, Vincent W. S. Chan and Muriel Medard, 
“Design and Analysis of Optical Flow-Switched Networks”, 
Journal of Optical Communication and Networking, Vol. 1, No. 
3, pp. B81-B97, August 2009. 

[7] Crovella M. E. and Bestavros A., “Self-similarity in world wide 
web traffic evidence and possible causes”, IEEE/ACM 
Transactions on Networking, Vol. 5, No. 6, pp. 835-846, 1997. 

[8] Ken-ichi Sato and Hiroshi Hasegawa, “Optical Networking 
Technologies that will Create Future Bandwidth-Abundant 
Networks”, Journal of Optical Communication and Networking, 
Vol. 1, No. 2, pp. A81-A93, July 2009. 

[9] Urban P. J., Huiszoon B., Roy R., M. M. de Laat, Huijskens F. 
M., Khoe G. D., Koonen A. M. J., and H. de Waardt, “High-bit 
rate Dynamically Reconfigurable WDM-TDM Access 
Network”, Journal of Optical Communication and Networking, 
Vol. 1, No. 2, pp. A143- A159, July 2009. 

[10] Gerstel O. and Ramaswami R., “Optical layer survivability: a 
services perspective”, IEEE Communication Magazine, Vol. 38, 
No. 3, pp. 104-113, March 2000. 

[11] Ramamurthy S. and Mukherjee B., “Survivable WDM mesh 
networks, part I-protection”, Proceedings of IEEE 
INFORCOM’99, Vol. 2, (New York), pp. 744-751, March 1999. 

[12] Ho P. H. and Mouftah H. T., “SLSP: a new path protection 
scheme for the optical internet”, Proceedings of OFC’01, 
Anaheim, CA, Vol. 2, March 2001. 

[13] Medard M., Finn S. G., Barry R. A. and Gallager R. G., 
“Redundant trees for preplanned recovery in arbitrary vertex-
redundant or edge-redundant graphs”, IEEE/ACM Transactions 
on Networking, Vol. 7, No. 5, pp. 641-652, Oct. 1999. 

[14] Anand V., Chauhan S. and Qiao C., “Sub-path protection: Anew 
framework for optical layer survivability and its quantitative 
evaluation”, Department of Computer Science and Engineering, 
State University of New York at Buffalo, Technical 
Report2002-01, 2002. 

[15] Xin C., Ye Y., Dixit S. and Qiao C., “A joint lightpath routing 
approach in survivable optical networks”, Proceedings of the 
SPIE Asia-Pacific Optical and Wireless Communications, Vol. 
4585, pp. 139-146, Nov. 2001. 

[16] Mohan G., Siva Ram Murthy C. and Somani A. K., “Efficient 
algorithms for routing dependable connections in WDM optical 
networks”, IEEE/ACM Transactions on Networking, Vol. 9, No. 
5, pp. 553-566, Oct. 2001. 

[17]  Rui Dai, Lemin Li, Sheng Wang and Xiaoning Zhang, 
“Survivable and traffic-oblivious routing in WDM networks: 
valiant load balancing verses tree routing”, Journal of Optical 
Networking, Vol. 8, No. 5, pp. 438-453, May 2009. 

[18] Wosinksa L., Simeonidou D., Tzanakaki A., Raffaelli C., and 
Politi C., “Optical Networks for the Future Internet: 
Introduction”, Journal of Optical Communication and 
Networking, Vol. 1, No. 2, pp. F11-F13, July 2009. 

[19]  Masuduzzaman Bakaul, Ampalavanapillai N., Christina L., 
Dalma N. and Rod W., “Spectrally efficient hybrid multiplexing 
and demultiplexing schemes toward the integration of 
microwave and millimeter-wave radio-over fiber systems in a 
WDM-PON infrastructure”, Journal of Optical Networking, Vol. 
8, No. 5, pp. 462-487, May 2009. 



IJRECE VOL. 7 ISSUE 2 APR.-JUNE 2019   ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

 A UNIT OF I2OR  3348 | P a g e  
 

[20] Chen B, Rouskas G. N and Dutta R., “Clustering and 
hierarchical traffic grooming in large scale mesh WDM 
networks”, in Proceedings of 11th Conference on Optical 
Network Design and Modeling, Athens, Greece, pp. 249-258, 
2007. 

[21] Hideaki Furukawa, Naoya Wada, Hiroaki Harai and Tetsuya 
Miyazaki, “Development of a 640-Gbit/s/port Optical Packet 
Switch Prototype based on Wide-Colored Optical Packet 
Technology”, Journal of Communication and Networking, Vol. 
1, No. 3, pp. B30-B39, August 2009. 

[22]  Steven Fortune, “Algorithmic Choice of Optical Amplifiers 
Respecting Noise and Nonlinearity Constraints”, Journal of 
Optical Communication Networking, Vol. 1, No. 5, pp. 366-375, 
October 2009. 

[23] Slavisa Aleksic, “Analysis of Power Consumption in future 
High-Capacity Network Nodes”, Journal of Optical 
Communication and Networking, Vol. 1, Issue 3, pp. 245-258, 
August 2009.   

[24] Urban P. J., Huiszoon B., Roy R., M. M. de Laat, Huijskens F. 
M., Khoe G. D., Koonen A. M. J., and H. de Waardt, “High-bit 
rate Dynamically Reconfigurable WDM-TDM Access 
Network”, Journal of Optical Communication and Networking, 
Vol. 1, No. 2, pp. A143- A159, July 2009. 

[25] Sen A., Shen B. H. and Bandyopadhyay S., “Survivability of 
lightwave networks-path lengths in WDM protection scheme”, 
Journal of High Speed Networks, Vol. 10, pp. 303-315, 2001. 

[26] Mohammad A. Saleh and Ahmed E. Kamal, “Many-tomany 
traffic Gromming in WDM Networks”, Journal of Optical 
Communication Networking, Vol. 1, No. 5, pp. 376-391, 
October 2009. 

[27] L.-O. Burchard, H.-U. Heiss, and C.A.F. De Rose, “Performance issues 
of bandwidth reservations for Grid computing,” in Symposium on 

Computer Architecture and High Performance Computing, Nov. 2003, 
pp. 82 – 90. 

[28]  L.O. Burchard and M. Droste-Franke, “Fault tolerance in networks with 

an advance reservation service,” in International Workshop on Quality 
of Service (IWQoS) 2003, 2003, pp. 215–228.  

[29] L.-O. Burchard, B. Linnert, and J. Schneider, “A distributed load-based 

failure recovery mechanism for advance reservation environments,” in 
IEEE International Symposium on Cluster Computing and the Grid, 9-

12 2005, vol. 2, pp. 1071 – 1078 Vol. 2. 

[30]  L.-O. Burchard, “Networks with advance reservations: Applications, 
architecture, and performance,” Journal of Network and Systems 

Management, vol. 13, no. 4, pp. 429–449, 2005. 

[31]  L.-O. Burchard, “Analysis of data structures for admission control of 
advance reservation requests,” IEEE Trans. Knowl. Data Eng., vol. 17, 

no. 3, pp. 413 – 424, march 2005.  

[32]  B. Wang and A. Deshmukh, “An all hops optimal algorithm for 
dynamic routing of sliding scheduled traffic demands,” IEEE Commun. 

Lett., vol. 9, no. 10, pp. 936 – 938, Oct. 2005. 

[33]  N.S.V. Rao, Qishi Wu, Song Ding, S.M. Carter, W.R. Wing, A. 

Banerjee, D. Ghosal, and B. Mukherjee, “Control plane for advance 
bandwidth scheduling in ultra high-speed networks,” in Proc. IEEE 

INFOCOM, 23-29 2006, pp. 1 –5.  

[34] S. Sahni, N. Rao, S. Ranka, Yan Li, Eun-Sung Jung, and N. Kamath, 
“Bandwidth scheduling and path computation algorithms for connection-

oriented networks,” in Networking, 2007. ICN ’07. Sixth International 
Conference on, 22-28 2007, pp. 47 –47. 

[35]  Yunyue Lin, Qishi Wu, N.S.V. Rao, and Mengxia Zhu, “On design of 

scheduling algorithms for advance bandwidth reservation in dedicated 
networks,” in IEEE INFOCOM Workshops, Apr. 2008, pp. 1 –6.  

[36] Eun-Sung Jung, Yan Li, S. Ranka, and S. Sahni, “An evaluation of in-

advance bandwidth scheduling algorithms for connection-oriented 
networks,” in Parallel Architectures, Algorithms, and Networks, 2008. I-

SPAN 2008. International Symposium on, 7-9 2008, pp. 133 –138. 

[37]  C. Barz, M. Pilz, and A. Wichmann, “Temporal routing metrics for 
networks with advance reservations,” in International Symposium on 

Cluster Computing and the Grid, May 2008, pp. 710 –715.  

[38] R. Cohen, N. Fazlollahi, and D. Starobinski, “Path switching and 

grading algorithms for advance channel reservation architectures,” 
IEEE/ACM Trans. Netw., vol. 17, no. 5, pp. 1684 –1695, Oct. 2009.  

[39] C. Xie, F. Xu, N. Ghani, E. Chaniotakis, C. Guok, and T. Lehman, 
“Load-Balancing for Advance Reservation Connection Rerouting,” 

IEEE Commun. Lett., vol. 14, no. 6, pp. 1, 2010.  

[40] A.N. Patel, Yi Zhu, and J.P. Jue, “Routing and horizon scheduling for 
time-shift advance reservation,” in Proc. Optical Fiber Communication 

Conference (OFC), Mar. 2009, pp. 1 –3.  

[41] A. N. Patel, M. M. Hasan, Y. Zhu, and J. P. Jue, “Routing and schedule 
ing for variable bandwidth advance reservation in elastic applications,” 

in Proc. Optical Fiber Communication Conference (OFC), 2009.  

[42] B. Garcia-Manrubia, R. Aparicio-Pardo, P. Pavon-Marino, N. 
SkorinKapov, and Garcia-Haro, “Milp formulations for scheduling 

lightpaths under periodic traffic,” in International Conference on 
Transparent Optical Networks, june 2009, pp. 1 –4. 

[43]  N. Skorin-Kapov, P. Pavon-Marino, B. Garcia-Manrubia, and R. 

Aparicio-Pardo, “Scheduled virtual topology design under periodic 
traffic in transparent optical networks,” in Proc. IEEE BroadNets, 14- 16 

2009, pp. 1 –8. 

[44]  P. Pavon-Marino, R. Aparicio-Pardo, B. Garcia-Manrubia, and N. 
Skorin-Kapov, “Virtual topology design and flow routing in optical 

networks under multihour traffic demand,” Photonic Network 
Communications, vol. 19, no. 1, pp. 42–54, 2010. 

[45]  Ch. Bouras and K. Stamos, “An adaptive admission control algorithm 
for bandwidth brokers,” in International Symposium on Network 

Computing and Applications, Sept. 2004, pp. 243 – 250.  

[46] S. Schmidt and J. Kunegis, “Scalable bandwidth optimization in advance 
reservation networks,” in IEEE International Conference on Networks, 

nov. 2007, pp. 95 –100. 

[47]  Xiangfei Zhu, M.E. McGinley, Tao Li, and M. Veeraraghavan, “An 
analytical model for a book-ahead bandwidth scheduler,” in Proc. IEEE 

GLOBECOM, Nov. 2007, pp. 2280 –2285.  

[48] U. Farooq, S. Majumdar, and E.W. Parsons, “Dynamic scheduling of 
lightpaths in lambda Grids,” in Proc. IEEE BroadNets, Oct. 2005, vol. 2, 

pp. 1463 –1472.  

[49] S. Naiksatam and S. Figueira, “Elastic reservations for efficient 
bandwidth utilization in LambdaGrids,” Future Gener. Comput. Syst., 

vol. 23, no. 1, pp. 1–22, 2007. 

[50]  H. Miyagi, M. Hayashitani, D. Ishii, Y. Arakawa, and N. Yamanaka, 
“Advanced wavelength reservation method based on deadline-aware 

scheduling for lambda grid networks,” IEEE/OSA J. Lightwave 
Technology, vol. 25, no. 10, pp. 2904 –2910, Oct. 2007.  

[51] C. Castillo, G.N. Rouskas, and K. Harfoush, “Efficient resource 
management using advance reservations for heterogeneous grids,” in 

IEEE International Symposium on Parallel and Distributed Processing, 
april 2008, pp. 1 –12. 

 


