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Abstract - This paper provides the various sorts of the emotion 

classification of the person. That format is going to be 

identified using neural network. Translating of spoken words 

into text remains a challenging task thanks to the high 

viability in speech signals. Neural Network is becoming a 

mainstream technology for speech recognition, taking the 

sides of the signal based information using DWT(discrete 

wavelet transformation)and are using in GLCM (gray level 

co-occurrence matrix) features for speech emotion recognition 

and have coding at an increasingly larger scale. Including 

methods to enforce temporal smoothing and a way to include 

a previous distribution to constrain the extracted parameters. 

Basically these are used at the social media applications. 
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I. INTRODUCTION 

The fundamental purpose of speech is communication, i.e., the 

transmission of messages. A new message represented as a 

sequence of discrete symbols is often quantized by its 

information content in bits, and therefore the rate of 

transmission of data Is measured in bits/second (bps)will be 

shown. In speaking, also as in many human-engineered 

transmission systems, the Knowledge to be transmitted is 

encoded within the sort of a continuously varying (analog) 

waveform which will be transmitted, recorded, manipulated, 

and ultimately decided by a person's listener. Within the case 

of speech, the elemental analog sort of the message is an 

acoustic waveform, which we call the speech signal. Speech 

signals are often converted to an electrical waveform by a 

microphone, further manipulated by both analog and digital 

signal processing, then converted back to acoustic form by a 

loudspeaker, a telephone handset or headphone, as desired in 

this project. Signals are usually corrupted by noise within the 

world. To scale back the influence of noise, two research 

topics are the speech enhancement and speech recognition in 

noisy environments have arose in this. The main application 

of the project is detection of emotion voice classification.  

 

II. RELATED WORK 

Recognition of emotion in speech allows to spot the spirit of 

humans. Sets of features including acoustics, spectral, and 

non-linear dynamics measures are utilized in the literature for 

speech emotion recognition. Set of features supported the 

Discrete Wavelet Transform (DWT) to classify differing types 

of emotions like anger, happy, disgust, normal and sad , in 

scenarios where the speech signal is contaminated with noise 

or is coded by telephone channels. In this project we are 

taking classification of the emotion classification using as of  

neural network. in that we have a layers based on that only we 

are getting the result. 

III. EXISTING SYSTEM 

Sampling frequency means pc collects what percentage speech 

samples per second, which not only is describing voice files‟ 

pitch, timbre but can also measure the sound card, sound file's 

quality. The frequency is higher while the interval time of 

sampling is shorter, which suggests computer gets more sound 

sample data during a unit time, therefore the shape of acoustic 

wave forms are going to be more precise. Preprocessing 

speech signal commonly involves removing low-frequency 

ground noise, normalizing the intensity enhancing data. 

Peak Value Detection:-Maximum Stem on Input Voice Signal 

(Low Pass Signal) using “max” command process on 

“Feature_Peak=max(low_pass_signal)” 

Minimum Value Detection:-Minimum Stem on Input Voice 

Signal (Low Pass Signal) using “min” command process on 

“Feature_Minimum=min(low_pass_signal)” 

Mean (Average) Value Detection:- Minimum Stem on Input 

Voice Signal (Low Pass Signal) using “min” command 

process on”Feature_Average=mean(low_pass_signal)” 

A Fast Fourier transform is an algorithm to compute the 

Discrete Fourier transform (DFT) and it’s inverse. Fourier 

analysis converts time (or space) to frequency (or wave 

number) and the other way around . An FFT rapidly computes 
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such transformations by factorizing the DFT matrix into a 

product of sparse (mostly zero) factors. SVM may be a simple 

and efficient computation of machine learning algorithms, and 

is widely used for pattern recognition and classification 

problems, and under the conditions of limited training data, it 

can have a really good classification performance compared to 

other classifiers. SVM may be a binary classifier to research 

the info and recognize the patterns for classification and 

multivariate analysis and Adaboost is an iterative algorithm 

that focuses on both continuous valued input and textual input 

by text categorization. It combines many simple and 

moderately accurate rules into one highly accurate rule.  

IV. PROPOSED SYSTEM 

In this proposed method we are taking the speech 

classification and after that detecting the speech emotion.the 

below block diagram explanation will be there. 

Block diagram 

 

Input Voice signal:-  

Sampling frequency means pc collects what percentage speech 

samples per second, which not only is describing voice files‟ 

pitch, timbre but also can measure the sound card, sound file's 

quality. The frequency is higher while the interval time of 

sampling is shorter, which suggests computer gets more sound 

sample data during a unit time, therefore the form of sound 

wave forms are getting to be more precise. 

Preprocessing:- It is the second step in  speech signal 

commonly involves removing low-frequency background 

noise, normalizing the intensity enhancing data. 

KLT:- 

To obtain these silence intervals, we proposed an efficient 

voice activity detector supported outputs of principle 

component Eigen filter; the best eigenvalue of speech KLT. 

Enhancement is performed by the technique modifying each 

KLT component thanks to its noise and clean speech energies. 

the target is to attenuate the produced distortion when residual 

noise power is restricted to a selected level. At the top , 

inverse KLT is performed and an estimation of the clean 

signal is synthesized. 

DWT:- 

The Discrete Wavelet Decomposition (DWD) may be a 

popular method used for transform features extraction signal 

processing.The DWT allows the level based decomposition of 

an signal with a wavelet basis consistent with a coffee pass 

and high pass filter signal. The resolution is reduced by one-

half at each level by sub sampling data (signal) by two. 

GLCM:- 

ENERGY:- Energy is a simple short-time speech 

measurement. It is defined as
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The normalized energies S(k) are computed from the wavelet 

coefficients dki,l for fame. 

TEAGER ENERGY OPERATOR 

TEO of the sequence x[n] is defined as: 
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Entropy:-The entropy S is proportional to the logarithm of the 

number of possible microscopic conficonfigurations W, under 

the assumption that all possible micro states of the system are 

equally likely and that constraints on energy mentioned. 

 

Neural network:- 

Neural network may be a machine learning algorithm inspired 

from the working of human brain which enable a system to 

find out from some observational data. an easy neural network 

contains an input layer, one hidden layer and an output layer. 
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V. RESULTS 

Take an input voice and apply the filtering from pre-process. 

 

Figure1.0 input voice and filtering 

After that apply to the DWT technique. 

 
Figure1.2. applied DWT for input voice. 

 

Finally, we can get the result weather that are in which 

emotion using Neural Network will be shown below. 

 

Figure1.3. getting output using Neural Network 

VI. CONCLUSION AND FUTURESCOPE 

Automatic classification of emotional speech in non- 

controlled conditions is being addressed. Noise-free 

conditions. With additive white Gaussian noise. The main 

theme of the project is detecting the different emotion 

classification using best algorithm of neural network. 

Basically there are used and detect the features using feature 

parameters from the GLCM. Based on this we can go with the 

neural network to get the emotion classification.for the future 

purpose we can go with the we can give the different voice in 

google assistant. 
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