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ABSTRACT

A series of five nested, hydrostatic numerical ocean model simulations are used to study semidiurnal

internal tide generation and propagation from the continental slope, through the shelf break and to the

mid- and inner shelf adjacent to Point Sal, CA. Modeled temperature and horizontal velocity fluctuations

in the subtidal and semidiurnal bands are within a factor of 0:6 of observations from mid-shelf moorings

(30 - 50 m water depth). Both time- and frequency-domain methods are used to decompose semidiurnal

internal tidal energetics into components coherent and incoherent with barotropic tide. This yields roughly

a 50/50 partitioning at the mid-shelf in both the model and observations. Model results are then used to

diagnose regional internal tide energy sources and identify process leading to incoherence and variability.

Barotropic to baroclinic conversion is negligible at the local shelf-break instead occurs predominantly

on the Santa Lucia escarpment at spatially diverse regions of near-critical to supercritical bathymetry

in 1000-3000 m water depth, located 70 - 80 km from observation locations. Near generation regions,

semidiurnal baroclinic energy is strongly coherent, forming spatially-complicated standing wave patterns,

and rapidly decaying adjacent to the shelf-break. In contrast, incoherent energy is relatively constant

throughout the domain, with a progressive wavelike character and no clear bathymetric generation regions.

Backward ray tracing from the Point Sal mid-shelf to the Santa Lucia escarpment identifies multiple

wave paths that could lead to significant spatial interference. Changes in local stratification and Doppler

shifting from interaction with mesoscale and submesoscale features are identified as important effects

leading to the loss of coherence and variability.
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1. Introduction

In a stratified ocean, barotropic tidal flow over variable bottom bathymetry leads to isopycnal1

oscillations at tidal frequencies (internal tides, Wunsch 1975; Baines 1982). The global conversion2

rate from barotropic to internal tidal energy is ≈ 1 Terawatt (TW), occurring primarily over conti-3

nental slopes, mid-ocean ridges and seamounts (Baines 1982; Morozov 1995). Internal tides can4

propagate away from conversion regions as free internal gravity waves at locations with barotropic5

tidal frequency (!) greater than the Coriolis frequency (f ). The energy associated with these waves6

potentially reaches continental margins, where it eventually dissipates (e.g., Alford and Zhao 2007;7

Waterhouse et al. 2014).8

Internal tidal variability is ubiquitous on continental shelves (e.g., MacKinnon and Gregg 2003;9

Inall et al. 2011), and coastal internal tides are associated with large variations in temperature,10

velocity (e.g., Lerczak et al. 2003; Suanda and Barth 2015), and turbulent mixing (Nash et al. 2004;11

MacKinnon and Gregg 2005; Green et al. 2008; Shroyer et al. 2010). These baroclinic processes12

cause vertical and lateral material transport important to many biophysical processes of broader13

multidisciplinary interest such as phytoplankton bloom initiation (Briscoe 1984; Omand et al. 2011),14

late-stage larvae transport (Pineda 1999), and advection of cold, nutrient rich water to the surfzone15

(e.g., Lucas et al. 2011; Sinnett and Feddersen 2014; Sinnett et al. 2017).16

The motivation for accurate coastal internal tide prediction comes from the strong connection17

to water column mixing, change in mean circulation and stratification pattern, and associated18

biophysical processes. However, unlike barotropic tides with dynamics governed by precise19

astronomical forcing, internal tidal predictability is complicated. Temporal and spatial variability of20

stratification, the strength of inertial circulation, geostrophic currents, and mesoscale eddies have21
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all been shown to interact with both internal tide generation, contributing to their unpredictability22

(e.g., Rainville and Pinkel 2006; Zilberman et al. 2011; Zaron and Egbert 2014; Kerry et al. 2014;23

Kelly et al. 2015). In addition, interference from multiple internal tide generation source sites and24

horizontal plane propagation effects may also lead to unpredictability (e.g., Duda et al. 2014).25

In coastal regions, changing shelf break bathymetry over short distances, stratification variability26

from wind-driven processes, buoyancy input from riverine runoff, and shoaling remotely generated27

internal tides can modify local internal tide generation and dominate local tidal dynamics (e.g., Nash28

et al. 2004; Martini et al. 2011; Nash et al. 2012a). All these factors result in continental shelf29

internal tides which are highly variable due to changes in generation and propagation seasonally30

(Xu et al. 2013) and on shorter time scales (Colosi et al. 2001, 2017).31

A quantitative measure of internal tides is achieved through signal decomposition into “coherent”32

and “incoherent” motion. In the time domain, variability with oscillation periods within a tidal range33

are distinguished that with constant phase at the distinct astronomical tidal frequencies (coherent),34

and the rest of the signal in the tidal range (incoherent, e.g., Nash et al. 2012a,b; Pickering et al.35

2015). A similar decomposition in the frequency-domain distinguishes between spectral “line” and36

“band” variability (e.g., Colosi and Munk 2006). With these methods, moored observations reveal37

variable levels of incoherent internal tides at worldwide shelf locations (e.g., Nash et al. 2012a).38

However, identifying the physical processes through which internal tides become incoherent through39

field observations alone is difficult, as the spatial scale over which stratification, circulation and40

eddy-activity modifies internal tidal propagation, may occur over length scales > 100 km. Well-41

evaluated, high-resolution numerical simulations can provide regional context and aid in dynamic42

interpolation and interpretation of observed internal tides.43

Hydrostatic numerical ocean models are extensively used to study internal tidal generation,44
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propagation and dissipation at regional and global scales (e.g., Merrifield and Holloway 2002;45

Niwa and Hibiya 2004; Simmons et al. 2004; Carter et al. 2008; Zilberman et al. 2009; Osborne46

et al. 2011; Powell et al. 2012; Buijsman et al. 2012; Kerry et al. 2014; Kumar et al. 2016; Kerry47

et al. 2016; Suanda et al. 2017). As internal tidal wavelengths are substantially greater than ocean48

water depths, this allows neglect of nonhydrostatic pressure effects that become important when49

horizontal scales of motion are comparable to the water depth (e.g., Vitousek and Fringer 2011).50

Many modeling studies use realistic bathymetry but simulate a single tidal constituent with51

climatological stratification (e.g., Carter et al. 2008; Rainville et al. 2010; Kerry et al. 2013).52

However, the generation, and propagation of internal tides, and transition to incoherence from the53

open ocean all the way to the shelf, in a numerical simulation with realistic forcing and multiple54

simultaneous tidal frequencies has not yet been considered. This is the approach taken here and55

serves as an important evaluation of this type of numerical model as all aspects of generation,56

propagation, and dissipation are potentially impacted by decoherence.57

In this paper a set of one-way nested, hydrostatic numerical model simulations with realistic58

surface and boundary forcing are used to study internal tides adjacent to Point Sal in the Santa59

Maria Basin, north of Point Conception with three main goals: (a) evaluate the performance of a60

realistic model to simulate tidal-band energetics, temperature and velocity vertical structure, and61

degree of coherence of internal tides compared to shelf observations; (b) identify the generation62

sources, and variability of internal tidal energy unique to this location; and (c) identify processes63

which transform the modeled internal tides from coherent to incoherent over the continental shelf.64

The rest of the paper is organized such that the observational data set, modeling framework, and65

analysis methodology is described in section 2. A statistical model-data comparison is presented66

in section 3, while modeled internal-tidal generation and energy fluxes are presented in section 4.67
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Discussion of the findings and conclusions are in sections 5 and 6, respectively.68

2. Methods

The observation, modeling effort and analysis conducted here is a part of a multi-institutional69

investigation supported by the Office of Naval Research Inner Shelf Departmental Research Initiative70

(DRI). The inner-shelf DRI is focused on interaction between winds, submesoscale eddies, surface71

and internal waves, mixing and surfzone processes leading to complex three-dimensional circulation72

at Pt. Sal, CA. Point Sal is a ≈ 5 km coastal headland, located ≈ 50 km north of Point Conception,73

on the Santa Maria Basin continental margin (Fig. 1). The regional inter-annual and seasonal74

oceanographic variability have been quantified in multiple observational studies (Harms and Winant75

1998; Winant et al. 2003; Fewings et al. 2015; Aristizábal et al. 2016). The shoreline orientation and76

the local bathymetry adjacent to Point Sal varies in the along-coast direction. Here, the coordinate77

system is defined such that positive cross-isobath x and along isobath y (with respect to 50 m78

isobath) are directed east and north, respectively. The vertical coordinate z is positive upward, with79

z = 0 as the mean sea-surface level. The mean water depth is h such that z = −h is the sea-bed.80

a. PSIEX Experiment Description

Currents, waves, temperature, salinity, and sea-surface elevation were measured adjacent to81

Point Sal as a part of the pilot study Point Sal Inner Shelf Experiment (PSIEX, Colosi et al. 2017).82

Moorings equipped with thermistors and Acoustic Doppler Current Profiler (ADCP) were deployed83

in the region of Point Sal, along the 50 m and 30 m isobath, and overall cover an along-coast84

region of ≈ 10 km (Fig. 1c). The deployment duration is from 15 June to 6 August, 2015. At85
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50 m, 5 thermistors measured temperature from z = −45 to −5 m, while at 30 m from z = −25 to86

−5 m, at a sampling frequency of 2 samples per minute. The ADCPs measured vertical profiles of87

horizontal currents at a sampling frequency of 12 samples per minute, with a vertical resolution of88

2 m. Observed velocities and temperature are hourly averaged. These mooring measurements along89

with additional measurements in shallower waters have been used to study propagation of internal90

tidal bores and solitons from the mid- to inner-shelf of Pt. Sal (Colosi et al. 2017).91

b. Numerical Model

The open-source Rutgers Regional Ocean Modeling System (ROMS) is used in this study.92

ROMS is a three-dimensional, free-surface, bathymetry following numerical model, which solves the93

finite-difference approximations of the Reynolds Averaged Navier Stokes equations with hydrostatic94

and Boussinesq approximations (Shchepetkin and McWilliams 2005, 2009). The model system is95

set up in a series of one-way, offline, nested grids (Fig. 1) such that circulation driven by large-scale96

regional wind, mesoscale, and pressure gradient forcing is resolved on a relatively coarse parent97

grid, and is transferred to child grids through open boundary conditions. Subsequently, additional98

physical processes (e.g., tidal and wave forcing) are added to child grids. The current application99

of this modeling framework is summarized here; a more complete description is given elsewhere100

(Suanda et al. 2016).101

The grid system consists of quintuply nested model domains with standard offline, one-way102

nesting techniques (Mason et al. 2010). The outermost parent grid L0, �X = 1/30○ (Veneziani et al.103

2009) covers most of the Eastern Pacific Ocean, while the subsequent child grid L1 �X = 1/90○104

resolves the continental slope and outer-shelf region from the Southern to Central California105
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(e.g., Fig. 2 of Suanda et al. 2016). The child grid L2 (�X = 600 m) further resolves the continental106

slope, and the shelf-break within Central California. L3 (�X = 200 m) and L4 (�X = 66 m) resolve107

the complex outer- to inner-shelf region of the Santa Maria Basin including Point Sal (Fig. 1). The108

model bathymetry in all grids derive from the 1 arc second resolution NOAA-NGDC coastal relief109

data-set. All grids resolve the vertical coordinate z with 42 bathymetry following levels. Model110

simulations are conducted from May 31 to July 31, 2015 with modeled variables stored hourly.111

Details of initial, boundary and atmospheric forcing, along with the skill of atmospheric forcing is112

described in Suanda et al. (2016).113

The grids L0 and L1 do not simulate tidal processes. Barotropic tidal forcing (i.e., harmonic114

sea-surface elevation and barotropic velocities, ADCIRC, Mark et al. 2004) from astronomical115

tidal constituents K2;S2;M2;N2;K1, P1;Q1;N1 and over-tides M4, M6 are prescribed along the116

open boundaries of L2 (Fig. 1a). The interaction between barotropic tides, bottom bathymetry, and117

stratification simulated within L2 generates internal waves at tidal frequencies (i.e., internal tides).118

The focus of this work is the super-inertial (! > f ) semidiurnal internal tides, throughout the L2119

domain. A portion of this internal tidal variability subsequently enters the child grids L3 and L4 as120

part of the open boundary conditions. Note that no remote internal tidal signal is available from121

grids L0 or L1. Modeled barotropic tidal characteristics, including the amplitude and phase of122

semidiurnal constituents M2 and S2 compare well to tide gauge and current meter measurements123

(Suanda et al. 2016).124FIG. 1

c. Data Analysis

For model-data evaluation, observed and modeled temperature, sea level, and currents from the125
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overlapping period (15 June - 31 July, 2015) are decomposed into two frequency bands using a PL64126

filter (Limeburner et al. 1985): subtidal (ST, < 33−1 cph) and semidiurnal (SD, 16−1 to 10−1 cph).127

Further, semidiurnal band variability is subjected to harmonic analysis (T-Tide Package Pawlowicz128

et al. 2002) to determine the signal phase-locked to astronomical tidal constituents. For the modeled129

results, the overlapping period begins 14 days after initialization of the nested simulations, thus130

excluding any barotropic and baroclinic tidal spin-up effects.131

d. Internal Tidal Energetics

Internal tidal energetics are studied using the depth-integrated energy balance equation:132

DEtot

Dt
+∇H ⋅Ftot = Ctot −Dtot (1)

where Etot is the sum of depth-integrated horizontal kinetic (HKEtot) and available potential energy133

(APEtot), Ftot is the depth-integrated baroclinic energy flux (horizontal flux divergence of this134

quantity accounts for horizontal refraction, focusing and defocusing, shoaling and interference), Ctot135

is the energy conversion from semidiurnal barotropic to baroclinic tides, and Dtot is the dissipation.136

The horizontal kinetic energy HKE is calculated as137

HKEtot =
�0

2 ∫
0

−h
u′2 + v′2dz; (2)

and the available potential energy is138

APEtot =
�0

2 ∫
0

−h
N2� ′2dz; (3)
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where �0 = 1025 kgm−3, u′ (u′; v′) is the semidiurnal, band-passed, baroclinic velocity, N is the139

Brunt-Väisälä frequency calculated using the subtidal density as −(g/�0)@�ST/@z, and � ′ is the140

baroclinic displacement related to semidiurnal, band-passed, density perturbation �SD such that141

� ′ = g�SD/(�0N
2) (4)

The semidiurnal, band-passed, baroclinic velocity u′ is determined from the difference between142

semidiurnal, band-passed velocity uSD and the semidiurnal band-passed barotropic velocity vector,143

i.e., u′ = uSD −USD, where,144

USD = 1

h + � ∫
�

z=−h
uSDdz: (5)

The conversion term is computed as:145

Ctot = p′z=−hU
SD ⋅ ∇(−h); (6)

where p′z=−h is the near-bottom pressure perturbation. The conversion term (Ctot, Eq. 6) represents146

the transformation of barotropic kinetic energy to baroclinic potential energy, or the work done by147

barotropic tide on the baroclinic pressure field (Zaron and Egbert 2006; Rayson et al. 2011). It148

also identifies the location where semidiurnal internal tide generation occurs, and is often used as a149

metric to understand global and regional internal tidal dynamics (e.g., Simmons et al. 2004; Carter150

et al. 2008; Osborne et al. 2011; Rayson et al. 2011; Buijsman et al. 2012, amongst others). In steady151

state and in absence of any dissipative process, generation can also be estimated as ∇H ⋅Ftot = Ctot152

(e.g., Merrifield and Holloway 2002).153
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The baroclinic pressure perturbation p′ is computed as:154

p′(ẑ) = ∫
0

ẑ
g�SDdẑ − ∫

0

−h
g�SDdz; (7)

with a depth-integral ∫
0

z=−h p
′dz = 0. Using the baroclinic pressure and velocity perturbation, the155

depth-integrated energy fluxes are computed as156

Ftot = ∫
0

−h
u′p′dz: (8)

The dissipation term Dtot is not calculated explicitly from the observations or model simulations.157

In ROMS, the numerical scheme to solve for nonlinear acceleration has an associated hyper-diffusive158

dissipation to ensure smooth solutions (Shchepetkin and McWilliams 1998). For this reason and159

further sub-grid parameterization effects, it is difficult to distinguish internal tide dissipation directly160

from the output of ROMS turbulence closure (e.g., Buijsman et al. 2012; Kerry et al. 2013).161

However, assuming steady state energy balance, and linear dynamics, the Dtot may be obtained as162

Ctot −∇H ⋅Ftot.163

e. Coherent-Incoherent Analysis

The baroclinic semidiurnal energy balance is further divided into coherent and incoherent164

components (e.g., Nash et al. 2012a; Pickering et al. 2015; Kerry et al. 2016; Buijsman et al. 2017),165

such that166

u′ = u′
c + u′

inc; (9a)

11



167

� ′ = � ′c + � ′inc (9b)
168

p′ = p′c + p′inc: (9c)

The coherent part of the bandpassed signal (u′; � ′; p′) is phase-locked to astronomical tidal fre-169

quencies N2;M2;S2, and determined by subjecting the semidiurnal band-passed signal to harmonic170

analysis. The remaining signal within the semidiurnal band is considered incoherent. The implica-171

tion of varying record length on the coherent and incoherent distinction are discussed elsewhere172

(e.g., Nash et al. 2012a,b). For our analysis, the ≈ 2 month record is assumed sufficient to achieve173

reasonable estimates. With equation 9a and 9b the HKE and APE are partitioned as:174

HKEtot =
�0

2

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∫
0

−h
u′c

2 + v′c
2dz

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
HKEcoh

+∫
0

−h
u′inc

2 + v′inc
2dz

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
HKEincoh

+2 ∫
0

−h
u′incu

′
c + v′incv

′
cdz

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
HKEcross

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭

; (10)

APEtot =
�0

2

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

∫
0

−h
N2(� ′c)2dz

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
APEcoh

+∫
0

−h
N2(� ′inc)2dz

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
APEincoh

+2 ∫
0

−h
N2(� ′inc�

′
c)dz

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
APEcross

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭

: (11)

Baroclinic fluxes are partitioned as:175

Ftot = ∫
0

−h
u′

cp
′
cdz

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Fcoh

+∫
0

−h
u′

incp
′
incdz

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Fincoh

+∫
0

−h
u′

cp
′
inc + u′

incp
′
c

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Fcross

dz; (12)
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and the conversion term as:176

Ctot = p′c
∣z=−h

USD ⋅ ∇(−h)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Ccoh

+p′inc
∣z=−h

USD ⋅ ∇(−h)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Cincoh

: (13)

Time-mean of these fields (Eq. 10, 11, 12 and 13) are denoted by angle brackets ⟨ : ⟩ in rest of177

this paper.178 FIG. 2

3. Model-Data Comparison

In this section modeled velocity and temperature variability, along with internal tidal energy179

and fluxes are compared to observations. All model results used for comparison to observations are180

based on simulated fields on the L4 grid.181

a. Vertical Structure of Temperature

Modeled mean temperature ⟨T ⟩, temperature variability in subtidal �TST and semidiurnal �TSD182

band at 50 m and 30 m water depth are compared to observations (Fig. 2). At both 50 and 30 m,183

modeled ⟨T ⟩ is biased ≈ 1:2 ○C high (Figs. 2a, 2d), and similar to modeled biases in the outer-shelf184

for year 2000 (Suanda et al. 2016). Observed and modeled mean vertical temperature gradient185

are similar such that @⟨T ⟩/@z ≈ 0:08 ○Cm−1 and 0:10 ○Cm−1 at 50 m and 30 m water depth,186

respectively.187

The observed subtidal temperature variability is surface intensified, with near surface �TST188

1:5 − 2:3× stronger than those near-bottom (Figs. 2b, 2e). Unlike observed variability, the modeled189
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�TST is depth-uniform suggesting uniform response to input heat flux. Both observed and modeled190

semidiurnal temperature variability �TSD is stronger in the mid-water column consistent with a191

mode-one internal tide (Figs. 2c, 2f). At h = 50 m, observed �TSD is 1:3 − 1:5× stronger than those192

modeled (Figs. 2c), while at h = 30 m near-surface observed and modeled �TSD are similar, and the193

model underestimates variability in the rest of the water-column (Figs. 2f).194FIG. 3

b. Vertical Structure of Velocity

Modeled mean velocity, subtidal and semidiurnal band velocity variability at 50 m and 30 m195

water depth are compared to observations (Fig. 3). At both h = 50 and 30 m, observed mid-water196

column cross-isobath mean flow ⟨U⟩ is directed onshore, while near-surface and near-bottom ⟨U⟩ is197

directed offshore (solid black, Fig. 3a1, 3d1). This C-shaped cross-isobath profile is comparable to198

long-term averaged measurements in the study region, hypothesized to occur due to a combination199

of wind-driven upwelling and downwelling circulation pattern, superimposed with a poleward200

pressure-gradient driven flow (Fewings et al. 2015). Modeled ⟨U⟩ has similar magnitude and201

vertical structure as observed (solid red, Figs. 3a1, 3d1).202

The 50 m along-isobath observed mean flow ⟨V ⟩ is poleward throughout the water column with203

a mid-water column maximum ⟨V ⟩ = 0:08 ms−1 (solid black, Fig. 3a2). At 30 m isobath observed204

⟨V ⟩ is equatorward near-surface and poleward for z < −14 m (Fig. 3d2). Long-term averaged205

along-isobath flow is poleward in deeper waters (Harms and Winant 1998), and may be poleward or206

equatorward in shallower waters depending on the relative strength of wind and poleward pressure207

gradient driven circulation (Fewings et al. 2015). Modeled ⟨V ⟩ is equatorward for z > −25 m at208

50 m water depth, and poleward in rest of the water column, with magnitude weaker than those209
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observed (Fig. 3a2). At 30 m, modeled ⟨V ⟩ is vertically sheared and equatorward, with magnitude210

stronger than observed ⟨V ⟩ (Fig. 3d2).211

Observed subtidal cross-isobath velocity variability at 50 and 30 m water depth (near-surface212

�UST about 2× near-bottom) is accurately captured by the model (Figs. 3b1, e1). Observed and213

modeled near-surface �VST are 2−3× stronger than those near-bottom (Figs. 3b2, e2), while modeled214

�VST is 1:5× observed throughout the water column (Fig. 3b2, b2).215

Semidiurnal cross-isobath velocity variability at 50 and 30 m water depth, �USD is minimum216

(0.02 ms−1) in the mid-water column and maximum near-surface and near-bottom (0.05 ms−1 at217

50 m, 0.03 ms−1 at 30 m), with vertical structure similar to mode-one internal tide (Figs. 3c1, f1).218

Modeled �USD has similar structure as those observed, but with smaller (0:6×) near-surface and219

near-bottom magnitude (Figs. 3c1, f1). At 50 m, both observed and modeled upper-water column220

�VSD have similar magnitude and vertical structure, while in lower-water column modeled is smaller221

(Figs. 3c2, f2). In 30 m water depth, both observed and modeled �VSD are mostly depth-uniform222

(Figs. 3c2, f2). Overall, modeled mean flows, and variability in the subtidal and semidiurnal band223

compare favorably to observations indicating that the model successfully simulates the statistics of224

the study region.225

c. Temperature Spectra

Observed and modeled mid-shelf (i.e., water depths 50 m and 30 m) mid-water column tempera-226

ture spectra is estimated with a 1024-h spectral window. The frequency resolution (≈ 0:0009 cph)227

resolves distinct spectral peaks between the N2, M2 and S2 frequencies. Individual spectral estimates228

at all 50 m and 30 m moorings are averaged to calculate a single spectral estimate for 50 m (Fig. 4a)229
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and 30 m (Fig. 4b) water depth, respectively.230

Mid-water column subtidal band temperature spectra are primarily attributed to mesoscale and231

submesoscale process, while diurnal band (33−1 to 16−1 cph) variability is due to diurnal barotropic232

tidal forcing, surface heat, wind forcing and near-inertial motions (inertial period Tf = 20 hr at233

35○). The semidiurnal band (16−1 to 10−1 cph) temperature spectra is due to barotropic tides and234

semidiurnal internal waves. At higher frequencies (>10−1 cph) barotropic over-tides, and nonlinear235

internal waves contribute to temperature variability.236

At 50 m water depth, both observed and modeled subtidal temperature spectra is red, with237

similar magnitude (Fig. 4a). The diurnal band observed and modeled temperature spectra peak at238

frequencies adjacent to diurnal frequencies (0:0417 cph), however modeled is about 5× smaller.239

At semidiurnal frequencies, observed and modeled temperature spectra agree well. Even though240

energy is peaked at the forced frequencies (i.e., N2, M2 and S2), a band of elevated energy (gray241

shading, Fig. 4a) is evident at lower and higher semidiurnal band frequencies. At higher frequencies,242

possibly due to lack of high frequency forcing, and the hydrostatic limit, the modeled temperature243

spectra is underestimated (Kumar et al. 2015). The comparison between observed and modeled244

temperature spectra at 30 m water depth (Fig. 4b) is similar to those for 50 m.245FIG. 4

d. Average coherent and incoherent energy flux and energy density

Time-averaged coherent and incoherent, depth-integrated baroclinic energy fluxes (Eq. 12),246

horizontal kinetic and available potential energy (Eq. 10, 11) are estimated from observations and247

model results at 50 and 30 m water depth. The ratio of coherent to incoherent energy flux is referred248

to as RFcic. Averaged value of this quantity is reported here.249
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At 50 m water depth, observed, cross-shore, coherent (red squares, Fig. 5a) and incoherent250

(red circles, Fig. 5a) energy fluxes vary from 5.0-6.9 Wm−1 and 4.5-5.7 Wm−1, respectively, with251

RFcic = 1:2. Observed coherent fluxes are 1 − 1:6 Wm−1, and incoherent fluxes vary between252

0.6-1.1 Wm−1 at 30 m water depth, with RFcic = 1:4. Modeled energy fluxes are underestimated253

at 50 and 30 m mooring locations. At h = 50 m modeled coherent fluxes are 1.4-3.2 Wm−1, and254

on an average 0:4× of those observed, while at 30 m these fluxes are 0:6 − 0:8 Wm−1 and 0:6× of255

observed. Modeled incoherent fluxes at 50 and 30 m water depth vary from 2:7 − 2:9 Wm−1 and256

0:6 − 0:9 Wm−1, and are 0:5× and 0:6× of those observed, respectively. The RFcic = 0:9 and 0:8 at257

50 and 30 m water depth, respectively.258

The observed and modeled ratio of coherent to incoherent available potential and horizontal259

kinetic energy at 50 m and 30 m of water depth are compared as well (Fig. 5b). Observed ratio of260

coherent to incoherent APE varies from 0:8− 1:3 (red squares, Fig. 5b), and for HKE from 0:6− 1:0261

(red circles, Fig. 5b). In shallower waters (i.e., 30 m) these observed ratios for APE and HKE vary262

from 0:4 − 0:8 and 0:5 − 0:8, respectively (green squares and circles, Fig. 5b). Modeled coherent to263

incoherent APE and HKE ratios (Fig. 5b) have similar variability as those observed. For example,264

modeled coherent to incoherent APE ratio at 50 m varies from 0:4 − 1, while coherent to incoherent265

HKE from 0:4 − 0:8. Corresponding values at 30 m water depth are from 0:5 − 0:7 and 0:4 − 0:7 for266

APE and HKE.267

Overall, RFcic, ratio of coherent to incoherent APE, and the ratio of coherent to incoherent268

HKE are similar for both observed and the modeled. These results suggest that although the model269

underestimates energy and energy fluxes compared to observations, the relative distribution between270

coherent and incoherent band is similar.271 FIG. 5
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e. Average temporal separation between internal tide arrivals

The relative proportion of coherent and incoherent internal tidal energy may also be determined272

by quantifying the variability in arrival time between subsequent internal wave packets (e.g., Colosi273

and Munk 2006; Colosi et al. 2017). Here, time separation between consecutive high-frequency274

(> 20−1 cph) mid-water column temperature THF is considered.275

At 50 m water depth, observed THF is between ±1○C with approximately two peaks in a day276

(solid black line with yellow squares, Fig. 6a). Evidently, the time separation between subsequent277

THF maxima varies over this week long record. Modeled THF has relatively weaker variability278

< ±0:5○C from 07/08 − 07/12, and similar variability as observed from 07/12 − 07/15. Modeled279

time separation between subsequent maxima also changes over time (Fig. 6b). The observed and280

modeled time lag/lead is calculated for all the moorings in 50 m and 30 m of water depth, followed281

by subtraction of the M2 semidiurnal tidal frequency. A probability density function (pdf) for282

observed and modeled time lag/lead, averaged for all mooring locations is considered (Fig. 6c).283

Both observed (solid black, Fig. 6) and modeled (solid red, Fig. 6) pdf are similar, with mean of284

absolute lag 2 hrs, and root mean square rms lag �t = 2:5 hrs.285

This statistical analysis suggests that for both model and the observations, the temporal sepa-286

ration between the arrival of subsequent internal tidal packets may vary between ≈ 10 − 15 hrs.287

The rms lag information is used to determine the coherent (“line”) and incoherent (“band”) inter-288

nal tidal variability such that the ratio of coherent to incoherent energy is e−�2/(1 − e−�2), where289

� = 2��t/TM2 (Colosi and Munk 2006). For both modeled and observed, this ratio is ≈ 0:25, which290

is similar but slightly smaller than those determined from coherent to incoherent HKE and APE291

(Fig. 5b).292FIG. 6
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4. Internal-Tidal Generation and Fluxes

Given the good statistical model data comparison on the shelf, model results are used to give293

a broader regional sense of internal tidal energetics. In particular, variability in regional internal294

tide generation is examined from the location of critical slopes and the conversion from barotropic295

to baroclinic tidal energy. Further, spatial variability of coherent and incoherent energy fluxes,296

horizontal kinetic and available potential energy are also considered.297

a. Slope criticality

The bathymetric slope criticality is discussed in multiple analytical (e.g., Balmforth et al. 2002;298

Pétrélis et al. 2006; Balmforth and Peacock 2009) and numerical modeling (e.g., Khatiwala 2003;299

Di Lorenzo et al. 2006) studies as an important parameter in internal tide generation. Criticality  is300

defined as the ratio between the bathymetric slope to the characteristic slope of an internal wave,301

such that (e.g., Garrett and Kunze 2007):302

 = ∣∇h∣ ( !
2 − f 2

N2
b − !2

)
−0:5

; (14)

where ∣∇h∣ =
√

(@h/@x)2 + (@h/@y)2. This quantity determines likelihood for generation of303

baroclinic tides (e.g., Rayson et al. 2011; Buijsman et al. 2012) such that the bathymetric slopes are304

considered sub-critical for  < 1 (transmission), critical for  = 1 (generation), and super-critical for305

 > 1 (reflection and scattering into higher modes).306

A time-mean (June-July, 2015)  is estimated for M2 tidal frequency, near-bottom stratification307

Nb, and model bathymetry over the 600 m grid (L2). With complicated bathymetric features, a308
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wide range of  are found throughout the study region (Fig. 7a). Notably, the continental shelf309

adjacent to Point Sal is predominantly subcritical, with near-critical slopes around the 200 m isobath,310

which has implications for wave amplification and de-amplification from shoaling (Colosi et al.311

2017), and internal tide dissipation (Suanda et al. 2017). Aside from the Pt. Sal shelf, most of the312

outer-shelf (h < 100 m) are subcritical, with a transition to supercritical slopes near the shelf-break313

(h ≈ 150 m to 200 m depth). Prominent bathymetric features highlight variability in . Adjacent to314

Santa Lucia Escarpment, extending southeast from −121:9○ W,34:9○ N, the bathymetry is mostly315

supercritical. Towards the northeast, from the Santa Lucia Escarpment to the Santa Lucia bank,316

the bathymetry is near-critical. Over Rodriguez Seamount and within the Arguello Canyon the317

bathymetry is supercritical, with spatially intermittent critical slopes in between these features.318

South of Point Conception, around the Santa Barbara channel and the Channel Islands, the shelf319

break is supercritical, and is the topic of previous study (e.g., Buijsman et al. 2012).320

To summarize the bathymetric slopes in the region,  is binned by water depth (inset figure,321

Fig. 7b) at all locations with water depth > 50 m, south of Latitude 35:2○ and west of Longitude322

−120:7○. The bathymetry is subcritical in deep ocean (h > 4000 m), near-critical for water depth323

(2000 m < h < 3000 m), supercritical (1000 m < h < 2000 m), and mostly subcritical in water depth324

< 1000 m.325FIG. 7

b. Conversion

Mean (June-July, 2015) modeled conversion (Eq. 6) for domain L2 (Fig. 8a) shows internal326

wave generation (Ctot > 0:01 Wm−2) at locations north east of the Santa Lucia Escarpment, south of327

Santa Lucia Bank, on and east of the Rodriguez Seamount. Negligible generation occurs at locations328
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in relatively deeper and shallow waters, and farther north. Regions with Ctot < 0 are limited and329

correspond to locations with out of phase baroclinic pressure perturbation and barotropic velocities330

(e.g., Carter et al. 2012).331

The area-integrated mean conversion (∫ ∫ Ctotdxdy, for all locations south of 35:2○ and west of332

−120:7○) is 63:9 MW. The standard deviation of modeled conversion varies from 0 − 0:03 Wm−2333

(Fig. 8b), co-located with regions of strong mean conversion like along the Santa-Lucia escarpment,334

south of Santa Lucia Bank, in the Arguello canyon, and the Rodriguez Seamount. Variability in mean335

conversion may occur due to changing local stratification, the spring-neap cycle, or from interaction336

between internal tidal signal generated elsewhere in the domain, modifying local baroclinic pressure337

perturbation (e.g., Kerry et al. 2014).338

Binned conversion distribution versus depth (Fig. 8c) for domain L2 suggest that most internal-339

tidal generation occurs in water depths 1000 − 3000 m, with ∫ ∫ Cdxdy = 56:4 Mw, i.e., 88% of340

total area-integrated conversion. Maximum conversion (C ≈ 0:015 Wm−1) is at water depth of341

≈ 1500 m. However, the distribution of criticality parameter (Eq. 14) versus depth (Fig. 7b) indicates342

critical bathymetry ( = 1) for h = 2000−3000 m and super-criticality ( > 1) for h = 1000−2000 m.343

Maximum modeled conversion at supercritical bathymetry may occur.344

Conversion estimates from barotropic to baroclinic tides has been investigated analytically for345

idealized (e.g., knife-edge, triangular, Gaussian ridges), subcritical (Bell 1975; Balmforth et al.346

2002; Smith and Young 2003; Pétrélis et al. 2006) and supercritical (Balmforth and Peacock 2009)347

topography, complemented by numerical estimates (Khatiwala 2003; Di Lorenzo et al. 2006).348

These studies do not consider three-dimensional bathymetry, however, two-dimensional variability349

(e.g., multiple Gaussian ridges) already indicates complex conversion term variability, and in some350

cases stronger conversion for  = 1:3 − 1:5 (e.g., Balmforth and Peacock 2009). These studies351
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provide confidence that criticality  = 1 is not a sufficient condition for internal tidal generation, and352

in a realistic, three-dimensional bathymetry it is expected that conversion rate will strongly depend353

on constructive and destructive interference of spatially-variable internal tides (e.g., Balmforth and354

Peacock 2009).355

Estimates of mean conversion from the L3 domain identify internal-tide generation (C up to356

0:01 Wm−2) in water depth > 100 m adjacent to the steep canyons offshore of Point Arguello357

(Fig. 8d). Internal tide generation does not occur along the shelf-break, thus indicating that most358

of the internal-tidal energy in the shelf region was generated offshore. The area-integrated mean359

conversion (∫ ∫ Cdxdy) for the L3 domain is 0:09 Mw, i.e., four orders of magnitude smaller360

than integrated conversion offshore. The relationship of the conversion term to energy fluxes and361

dissipation are explored next.362FIG. 8

c. Energy Fluxes

Depth-integrated, baroclinic energy fluxes and flux divergences (Eq. 1, 12) are separated into363

coherent and incoherent components. Here, mean (June-July, 2015) coherent and incoherent fluxes364

and flux divergences are considered for domains L2, L3 and L4 (Fig. 9). The cross-terms are365

negligible (not shown here).366

Zones of strong coherent energy fluxes and positive energy flux divergence (Fig. 9a) correspond367

to locations with positive barotropic to baroclinic energy conversion (Fig. 8a). Coherent baroclinic368

energy radiates away from the generation region, directed to the west and the northeast (Fig. 9a).369

These energy flux beams are coherent for length scales of ≈ 50 − 100 km, similar to length scales370

adjacent to the generation region. In h ∈ 1000 − 3000 m, mean ∣Fcoh∣ = 510 Wm−1. Over the371
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continental slope, h = 500 − 1000 m the mean coherent baroclinic energy flux reduces such that372

∣Fcoh∣ = 260 Wm−1 with a negative energy flux divergence (Fig. 9a).373

Within the L3 domain the coherent energy fluxes are directed towards the east (Fig. 9c), and374

the coherent energy flux divergence is either negative or zero for most of the domain. Thus, in375

transitioning over the continental slope to the shelf break, coherent energy fluxes decrease by376

one order of magnitude such that in h ∈ 200 − 500 m, mean ∣Fcoh∣ = 28 Wm−1. Onshore of the377

shelf-break (i.e., h < 200 m) and in the Pt. Sal shelf, the energy fluxes are < 10 Wm−1, and energy378

flux divergence ≤ 0 (Fig. 9e). Comparison to observed coherent fluxes (red arrows) at 50 and 30 m379

water depth indicate that modeled fluxes are underestimated by a factor of ≈ 2.380

Relative to coherent energy fluxes, the incoherent energy fluxes are one order of magnitude381

smaller adjacent to the generation region (Fig. 9b) such that for h ∈ 1000 − 3000 m, mean ∣Fincoh∣ =382

70 Wm−1. Over the continental slope (h = 500 − 1000 m) the incoherent energy fluxes are of the383

same order as those in the generation region with ∣Fincoh∣ = 82 Wm−1. The incoherent baroclinic384

energy flux divergence ∇H ⋅ Fincoh is positive in the generation region and the continental slope385

(Fig. 9b), suggesting incoherent energy fluxes increase as internal tides propagate away from the386

generation region (Fig. 9b).387

From the continental slope to the shelf break, incoherent energy fluxes decrease slightly and388

∣Fincoh∣ = 20 Wm−1 in h ∈ 200 − 500 m. It is in these water depths, where even though incoherent389

energy fluxes have not changed substantially from those in the generation region, they are now390

comparable to the coherent energy fluxes (Fig. 9d). Within the L4 domain, incoherent energy fluxes391

continue to be of similar magnitude as the coherent energy fluxes (Fig. 9f), consistent with observed392

ratio of coherent and incoherent energy fluxes at 50 m and 30 m water depth (section 3d).393

The conversion efficiency defined as the ratio of mean energy flux divergence to conversion394
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term (e.g., Carter et al. 2008; Rayson et al. 2011) is estimated for all water depth between395

h = 1000−3000 m. The efficiency of 58% indicates that 31 MW of the energy is available for mixing396

away from local generation sites, while 25:4 MW of energy is dissipated locally. Furthermore, of397

the 31 MW of available energy, 27:3 MW is coherent, while 3:7 MW is incoherent.398

In the L3 domain, the area integrated energy flux divergence is 3:6 MW, of which 1:7 MW is399

coherent and 1:9 MW is incoherent, i.e., a ratio of 0.90. With negligible area integrated conversion400

in L3 domain, the dissipation almost balances the energy flux divergence. This primary balance401

between energy flux divergence and dissipation holds true for domain L4 as well, with a similar402

ratio of area integrated incoherent to coherent ratio.403FIG. 9

d. Energy

Depth-integrated, horizontal kinetic and available potential energy are separated into coherent,404

and incoherent components (Eq. 10, 11). Here, the ratio of mean (June-July, 2015) incoherent405

to coherent horizontal kinetic energy (Fig. 10a), and available potential energy (Fig. 10b) are406

considered. Cross-terms are small and are not shown here.407

For the L2 domain, the ratio ⟨HKEcoh/HKEincoh⟩ is > 1.5 in water depths h ∈ 1000 − 3000 m408

corresponding to regions with strong conversion (Fig. 8) and energy fluxes (Fig. 9). The spatial409

distribution of this ratio (Fig. 10) suggests that most of the semidiurnal baroclinic variability is410

tied to barotropic tidal forcing at the generation region. The ratio ⟨APEcoh/APEincoh⟩ has similar411

variability and magnitude as HKE.412

The ratio ⟨HKEcoh/HKEincoh⟩ and ⟨APEcoh/APEincoh⟩ onshore of the shelf break have not413

been previously considered. In the L3 domain (Fig. 10c, d), the incoherent HKE and APE dominate414
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over the coherent ones at most of the locations. Only around the canyons adjacent to Pt. Arguello,415

⟨HKEcoh/HKEincoh⟩ and ⟨APEcoh/APEincoh⟩ are > 1, corresponding to strong local generation416

(Fig. 8d). Overall, in water depth 10 m < h < 500 m, spatial mean of ⟨HKEcoh/HKEincoh⟩ and417

⟨APEcoh/APEincoh⟩ are 0:5 and 0:8, respectively.418

Overall, for the region enclosed by offshore boundaries, latitude 35:2○ N, and longitude419

−120:8○ W, the spatial mean coherent to incoherent ratio for HKE is 1:9 (Fig. 10a), and for420

APE is 2:5 (Fig. 10b) in water depth of 1000 < h < 3000 m, indicating that 66% to 71% of total421

energy is coherent. In shallower waters (i.e., adjacent to the shelf break and farther onshore) only422

33 − 44% of total energy is coherent.423 FIG. 10

5. Discussion

Modeled subtidal and semidiurnal, temperature and circulation variability are statistically similar424

to observations in 50 m and 30 m water depth (Fig. 2, 3, 4). In addition, modeled and observed,425

coherent and incoherent energy fluxes, and the ratio of coherent to incoherent internal tidal energy426

compare favorably (Fig. 5). Furthermore, modeled internal tidal energetics analysis indicates427

generation at multiple locations in h = 1000 − 3000 m (Fig. 8), and transition from coherent fluxes428

and energy at the generation region to incoherent fluxes and energy onshore of the shelf break429

(Fig. 9, 10).430

Here the model results are further analyzed to identify length scales associated with coherent431

and incoherent internal tidal processes. Also, the results are considered in the context of possible432

pathways for internal tides from multiple source regions to reach Pt. Sal shelf with the use of433

a backward-traced ray model. Finally, the discussion considers dynamics responsible for the434
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incoherence of coastal internal tides at the study location.435

a. Spatial Variability of Coherent vs. Incoherent Internal Tides

The ratio of mean coherent to incoherent horizontal kinetic energy (HKE) and available potential436

energy (APE) reveal the dominance of coherent processes (both HKE and APE) adjacent to the437

generation region, while onshore of the shelf break (h < 200 m) incoherent energy is relatively438

more important (Fig. 10). Here a snapshot of length scales associated with coherent and incoherent439

processes are discussed (on June 7, 2015, 22:00 hours) showing L2 domain spatial variability of440

coherent and incoherent HKE and APE (Fig. 11).441

Coherent APE and HKE are > 300 Jm−2 over most of the generation region, west of Santa442

Lucia Escarpment, over the Santa Lucia Bank (Fig. 11a and b), and at multiple other locations443

with h > 1000 m. Length scales associated with coherent APE and HKE vary from 50 to 100 km,444

corresponding to the width of the scattered generation regions (Fig. 8a) and locations with strong445

energy flux divergence (Fig. 9). These coherent HKE and APE length scales are similar to other446

simulated generation regions (e.g., Merrifield and Holloway 2002; Carter et al. 2008). Away from447

the generations, over the continental slope and shelf break (h < 200 m), coherent HKE and APE448

rapidly decrease (Fig. 11a and b).449

Incoherent HKE and APE are spatially variable with magnitude ≤ 300 Jm−2, and regions of high450

and low energy are located throughout the L2 domain (Fig. 11c and d). The variability is on length451

scales of 30 − 50 km at water depth h ∈ 1000 − 3000 m, and < 20 km for h < 500 m. These length452

scales are comparable to the first baroclinic Rossby radius of deformation ( �Nh/�f ), and therefore,453

may correspond to the meso- and submesoscale variability in the L2 domain. The modeled spatial454
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length scale in this study is similar to high-pass filtered semidiurnal kinetic energy variability length455

scales from interaction between internal tides and mesoscale eddies (e.g., Chavanne et al. 2010).456 FIG. 11

b. Coherent and Incoherent HKE/APE

The ratio of horizontal kinetic energy (HKE) to the available potential energy (APE) for a457

free semidiurnal wave is (!2 + f 2)/(!2 − f 2), where ! is the wave frequency and f is the inertial458

frequency (e.g., Martini et al. 2011). For a given wave frequency and latitude this ratio has a459

known value, and is a useful diagnostic of internal tide kinematics as it can distinguish between460

progressive and standing wave patterns. Spatial variability of this ratio can be used to determine461

if the internal tides generated within the study region propagate as a progressive wave. L2 model462

domain (!2 + f 2)/(!2 − f 2) for M2 tidal frequency varies from 1.78 to 3.06 with a mean 2.42463

(i.e., from latitude 34:8○ N to 36:2○ N). Modeled mean coherent and incoherent energy (HKE and464

APE) are used to estimate the ratios ⟨HKE⟩/⟨APE⟩coh (Fig. 12a) and ⟨HKE⟩/⟨APE⟩incoh (Fig. 12b).465

Further, binned-mean coherent and incoherent energy ratio versus water depth are also considered466

(Fig. 12c and d).467

The coherent ratio (⟨HKE⟩/⟨APE⟩coh) varies from 0−6 (Fig. 12a and c), and the spatial variabil-468

ity indicates a banded patterns in the north-west/south-east direction for water depths h > 1000 m469

instead of a constant value for plane wave propagation. These banded ⟨HKE⟩/⟨APE⟩coh are similar470

to those for multi-wave interference pattern observed through satellite altimetry (e.g., northeast of471

Hawaii, Zhao et al. 2010). With multiple generation locations within the L2 domain (e.g., Fig. 8),472

and supercritical bathymetry adjacent to generation region (Fig. 7a), a banded interference pattern473

leading to standing internal waves may occur through multi-wave interference and their reflection474

27



from the bottom slope. Onshore of the shelf-break (h < 200 m) of the L2 domain, ⟨HKE⟩/⟨APE⟩coh475

ratio is ≈ 1, indicative of transition to equi-partitioned coherent HKE and APE.476

Ratio of incoherent HKE to APE (⟨HKE⟩/⟨APE⟩incoh) in the L2 domain varies from 1 − 4477

(Fig. 12b). In the generation region, south of Santa Lucia Bank, and southeast of the Santa Lucia478

Escarpment, the incoherent ratio is ≈ 2:5, i.e., similar to mean (!2 + f 2)/(!2 − f 2) . In the479

continental slope and offshore of the shelf-break (h > 200 m) this ratio transitions to 1 − 2, and then480

≈ 1 onshore of the shelf-break, indicative of equi-partitioned incoherent HKE and APE. Binned-481

mean ⟨HKE⟩/⟨APE⟩incoh versus depth quantifies the incoherent ratio to be within 1:78 − 3:06482

(magenta lines, Fig. 12d), and not far from the plane progressive wave solution.483

Even though a banded pattern of ⟨HKE⟩/⟨APE⟩coh representing standing wave patterns has484

been previously modeled (Martini et al. 2011) and observed through altimetry (Zhao et al. 2010),485

the similarity of ⟨HKE⟩/⟨APE⟩incoh to plane wave progressive solution is rather unexpected and486

suggests that incoherent internal tidal energy conforms to aspects of simple wave kinematics.487

Further, focused model simulations will be required to accurately address these findings.488FIG. 12

c. Internal Tidal Energy Pathway

Measured internal tidal bore activity at 50 and 30 m water depth off Pt. Sal, have an interference489

pattern indicative of superposition of multiple waves (Colosi et al. 2017). This interference may490

occur due to energy propagating from multiple generation regions towards the outer-shelf. Model491

simulation results indicate offshore internal tide generation at many locations ≈ 70 − 80 km from492

the Pt. Sal shelf (Fig. 8a). Here the technique of backward ray tracing is used to identify potential493

pathways for internal tidal energy to arrive at the Pt. Sal shelf. The ray equations for backward494
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refraction on an ellipsoid are given as (e.g., Munk and Wunsch 1998; Yan and Yen 1995)495

d�

dt
= − [c cos�

�
] ; (15a)

d�

dt
= − [ c sin�

� cos�
] ; (15b)

d�

dt
= − [sin�

�

@c

@�
− cos�

� cos�

@c

@�
+ c sin� tan�

�
] ; (15c)

where � is the geographic latitude, north positive, � is the longitude, � is the radius of curvature,496

� is the radius of curvature in prime vertical, � is the local ray direction clockwise from north,497

and c(�;�) is the wave phase speed, determined by the medium. Note that these equations498

(Eqs. 15a, 15b, 15c) do not consider refraction due to mean flows.499

Here, rays originating from Pt. Sal inner shelf (h = 50 m) are backward traced using the mean500

(June-July, 2015), first-mode phase speed of internal waves (c(�;�) = �N(�;�)h(�;�)/�). In total,501

17 rays are considered with initial offshore directed angle varying from � = 208○ − 276○, with502

d� = 4○ (Fig. 13a). These rays terminate at the location of maximum conversion (Ctot), with h503

varying from 800 − 1300 m (Fig. 13c). An along-ray distance coordinate (s) is thus defined with504

distance from maximum conversion at s = 0. Additional rays corresponding to angles � = 200−208○505

and � = 276 − 320○ were not considered as the water depth at the offshore termination point were506

substantially different than those considered here.507

Along-ray, semidiurnal band-passed (16−1 to 10−1 cph) baroclinic velocity are subjected to508

an empirical orthogonal functional analysis (e.g., Chelton et al. 1998) to identify the relative509

composition of mode 1, and higher mode signal. Percentage variance explained for each ray are510

grouped into mode 1, mode 2 and modes 3-10, and subsequently averaged for all the 17 rays511
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considered (Fig. 13b). At and adjacent to the generation region, mode 1 accounts for about 50% of512

velocity variability, while mode 2, 20% and modes 3-10 contribute to rest of the variability. Higher513

modes dissipate away from the generation region (e.g., Merrifield and Holloway 2002; Buijsman514

et al. 2012), and in the shelf break and regions onshore 60 − 80% of variability is explained by515

mode-1 and less than 40 − 20% is explained by mode 2 and higher modes (Fig. 13b).516FIG. 13

Semidiurnal internal tidal energy generation, propagation and dissipation pathways have been517

extensively studied in ROMS (Carter et al. 2008; Osborne et al. 2011; Buijsman et al. 2012; Kerry518

et al. 2014; Kumar et al. 2015) using the depth-integrated, tidally-averaged, internal tidal energy519

balance. The relevant equations are obtained from the internal tidal energetics equation (Eq. 1) by520

assuming linear dynamics, and by dropping the tendency term (assuming steady state), and is given521

as:522

∇H ⋅Ftot = Ctot −Dtot; (16a)

which can be distributed for coherent and incoherent contribution (for negligible cross terms) as523

∇H ⋅Fcoh = Ccoh −Dcoh; (16b)

524

∇H ⋅Fincoh = Cincoh −Dincoh: (16c)

The term Dcoh consists of both dissipation of coherent energy fluxes and a sink term for525

transfer from coherent to incoherent fluxes (Fc→ic). Here, these quantities cannot be determined526

individually, and are therefore estimated as a residual such that i.e., Dcoh = Ccoh − ∇H ⋅ Fcoh.527

Similarly, Dincoh contains dissipation of incoherent energy flux as well as a source term for transfer528

from coherent to incoherent energy fluxes (Fc→ic), and is estimated as a residual term such that529
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Dincoh = Cincoh −∇H ⋅Fincoh.530

Total (Eq. 16a), coherent (Eq. 16b) and incoherent (Eq. 16c) energy balance is considered for531

a ray (magenta line, Fig. 13a) from the generation region to the Pt. Sal shelf (see Fig. 14). At532

the generation site (s = 0), the total internal tidal energy conversion Ctot = 0:06 Wm−2 (solid red,533

Fig. 14a), rapidly decreasing to < 0:01 Wm−2 within a distance of 5 km, and essentially zero 20 km534

from the generation site (Fig. 14a). The energy flux gradient ∇H ⋅Ftot accounts for ≈ 75 − 90% of535

the conversion term within 5 km from the generation site (Fig. 14a). Farther onshore ∇H ⋅Ftot < 0.536

The residual term Dtot (solid black, Fig. 14a) varies from 0:035 − 0 Wm−2, with maximum value537

≈ 5 km from the generation site.538

Next, energy balance in coherent band (Eq. 16b) is considered. Coherent conversion (Ccoh),539

energy flux gradient ∇H ⋅Fcoh and the residual term Dcoh have similar magnitude and variability540

as the corresponding total estimates (i.e., Eq. 16a). The energy balance at locations s = 20 km or541

further from the generation site indicates a balance between ∇H ⋅Fcoh and Dcoh. Even though it is542

expected that some coherent energy flux dissipates in shallow waters (i.e., ∇H ⋅Fcoh < 0, Fig. 9a,543

Fig. 14b), a part of the coherent flux gradient may also be a source for incoherent fluxes through544

Fc→ic, to be manifested in form of ∇H ⋅Fincoh > 0 (e.g., Fig. 9b).545

The terms in the incoherent energy balance (Eq. 16c) vary from −0:003 to + 0:003 Wm−2, and546

about 20% of the corresponding coherent terms at locations within 20 km from the generation site,547

and 50−100% at along ray position s> 20 km (Fig. 14c). The incoherent conversion Cincoh is almost548

zero at all locations along the ray, leading to a balance between ∇H ⋅Fincoh and Dincoh (Fig. 14c).549

As incoherent energy flux dissipation cannot be separated from Fc→ic, the internal tidal energetics550

pathway from coherence to incoherence is unclear. It is possible that (a) part of coherent energy551

flux transitions to incoherent energy flux in the generation region, and over the continental slope,552
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while both coherent and incoherent energy are primarily dissipative adjacent to and onshore of the553

shelf-break; or (b) coherent to incoherent energy flux transition occurs throughout the study domain,554

including locations onshore of the shelf-break, thus maintaining a continuum of incoherent energy555

flux (e.g., Fig. 11c, d). Without actual dissipation estimates a complete picture of the transition to556

incoherence cannot be provided, and is beyond the scope of present work. Yet, mechanisms for557

generation of incoherent fluxes along-ray can be evaluated, and are considered next.558FIG. 14

d. Along-ray Transition to Incoherence

The transition from mostly coherent baroclinic motions to incoherent-dominant occurs as559

coherent energy flux emanates from the generation region, directed towards the shelf (e.g., Fig. 9).560

This transition, as characterized by the frequency spectra of along-ray mid-water column temperature561

is considered here. In particular, mid-water column temperature spectra (STT ) is estimated with a562

1024-h spectral window. Spectral estimates from all 17 rays (Fig. 13a) are averaged to calculate a563

single spectral estimate versus frequency and along-ray distance (Fig. 15a).564

At the generation region (s = 0 km), most of the temperature variability is locked to frequencies565

adjacent to N2, M2 and S2 (Fig. 15a). At frequencies > 0:084 cph and < 0:078 cph, the temperature566

spectra is 2 orders of magnitude smaller. At locations farther onshore along the ray, the internal tide567

shoals, and temperature variability increases at all frequencies considered (0:0625 < f < 0:1 cph).568

Substantial variability occurs at frequencies higher and lower than the astronomical semidiurnal569

frequencies, with magnitude same or one-order less than those at N2, M2 and S2 (Fig. 15a). As570

the internal waves propagate over the continental shelf and the shelf break, onto the outer- and the571

mid-shelf, the temperature variability is apparent at all frequencies.572
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Along the ray transition of temperature spectra from coherency to incoherency is quantified by573

estimating the ratio of spectral energy within the coherent band (i.e., ∫ STTdf ∣coh) to energy within574

the band-passed frequency (i.e., ∫ STTdf ), where df ∣coh is the frequency width corresponding to N2,575

M2 and S2. This ratio expressed as a percentage (Fig. 15b), varies from 58 − 68 % within 55 km576

from the generation region, and rapidly declines farther onshore along ray to ≈ 42% in the Pt. Sal577

outer shelf. This sharp transition to incoherency occurs at a water depth of h ≈ 250 m.578

Internal tidal signal becomes incoherent with the barotropic tidal frequencies (N2, M2 and S2)579

due to Doppler shift by interaction with currents associated with mesoscale and submesoscale580

processes (Van Haren 2004; Chavanne et al. 2010; Ponte and Klein 2015). The relative perturbation581

in the phase speed of an internal gravity wave propagating through a nonuniform background582

may be attributed to (a) variable background stratification, (b) the Doppler shift effect by mean583

background currents, and (c) due to changes in background vorticity (e.g., Zaron and Egbert 2014).584

Here the first two effects are quantified by estimating the ratio of change in mode-one internal wave585

phase speed to the mean phase speed (�c/c)2, and the ratio of along-ray subtidal velocity standard586

deviation to the mean phase speed �v/c.587

The change in mode-one internal wave phase speed is estimated as �Nh/�, where �N is the588

standard deviation in the Brunt-Väisälä frequency over the model simulation period. The ratio589

(�c/c)2 is averaged for all 17 rays, and expressed as a percentage, which varies linearly along ray590

from 25% at the generation point to 65% in the Pt. Sal outer shelf. Rapidly changing stratification591

in shallow water modifies mode-one internal wave phase speed as internal waves generated offshore592

traverse a time-variable stratified water column.593

Finally, the ratio of along-beam subtidal velocity standard deviation (�v) to the first-mode594

internal wave phase-speed (c) is considered (Fig. 15b). This ratio (�v/c) is averaged for all 17595
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rays. In the generation region and farther offshore (s = 0 km), �v/c is ≤ 10%, possibly leading to596

negligible Doppler shift in the propagating internal tides (Fig. 15b). However, in shallower water597

depth the phase-speed decreases and �v/c can be 20 − 50% (Fig. 15b). This analysis indicates598

the potential for a strong Doppler shift in frequency of internal tides, as they propagate onto the599

shallow shelf, and may be a possible mechanism for transition from coherency to incoherency, and600

is comparable to the incoherence due to the aforementioned rapidly changing stratification.601FIG. 15

e. Closing Thoughts

One of the findings from this study is that at 50 m, both coherent and incoherent energy fluxes602

are underestimated by 1/3. As the L2 domain is forced only by barotropic tidal forcing, any internal603

tidal activity is generated locally (Fig. 8a), with minimal temporal variability over the simulation604

period (Fig. 8b). It is therefore possible that the underestimation of incoherent energy fluxes occur605

due to lack of remotely generated internal tides at the open boundary. The HYCOM modeling606

group has started simulating internal tides on global scales (e.g., Buijsman et al. 2017). We intend607

to incorporate offshore boundary conditions from data-assimilated (mesoscale), tide-resolving608

HYCOM model results for regional simulations in the L2 domain. This will help identify the role609

of remotely generated internal tides.610

The coherent energy flux underestimation may occur due to usage of a smooth bathymetry611

or incorrect stratification evolution, where the latter may be caused due to inheriting incorrect612

temperature and salinity structure from parent grid solution, or due to incorrect vertical mixing613

in the model turbulence closure. These mechanisms and questions will be further explored in614

upcoming simulations.615
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The model simulations conducted here address internal tidal variability adjacent to Point616

Sal, California, with comparison to model results from observations obtained as a part of the617

ONR Inner-Shelf DRI pilot study. The full experiment is being conducted in Fall 2017 (https:618

//scripps.ucsd.edu/projects/innershelf/), which will provide observations on619

along coast length scales of up to 50 km and cross-shore length scales of 10 km. Similar numerical620

model simulations will be conducted for the experiment period, but also for periods up to a year.621

These new simulations along with observations will provide opportunity to explore questions622

which could not be completely addressed in this study. For example, (a) does the internal tidal623

generation location, generation term, associated fluxes, their pathway to Point Sal, and dissipation624

change inter-annually; (b) what physical processes dominate the propagation dynamics, such that625

the transition from coherence near generation region to incoherency on the shelf occurs; (c) what626

are the along coast length scales associated with internal tidal variability adjacent to Point Sal; and627

(d) how is internal tidal energy flux variability controlled in h < 30 m.628

6. Summary

A nested, hydrostatic numerical ocean model with realistic surface and boundary forcing is used629

to study semidiurnal internal tidal dynamics in the region near Point Sal, CA. The major findings630

from this study are:631

a. Modeled temperature and velocity fluctuations in the subtidal and semidiurnal bands are within632

a factor of 0:6 of observations from mid-shelf moorings (30 - 50 m water depth). Modeled633

mid-water column temperature spectra compares favorably to observations. Time- and frequency-634

domain methods are used to decompose semidiurnal internal tidal energetics into coherent and635
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incoherent components, yielding roughly a 50/50 partitioning at the mid-shelf in both model and636

observations.637

b. Internal-wave criticality estimates identify multiple possible locations for internal tidal generation638

in water depth 1000 − 3000 m, including the region around the Santa Lucia Escarpment, Santa639

Lucia Bank and Rodriguez Seamount. Modeled barotropic to baroclinic conversion (indicative640

of generation) is high at most of the locations with a critical to slightly super-critical bathymetry.641

No local generation occurs at the shelf break or locally within water depth of 500 m from the642

coastline. Thus most of the Pt. Sal shelf measured internal tidal variability makes it to the study643

region from an offshore distance of 70 − 80 km.644

c. A mostly coherent internal tide emanates from many generation locations, creating a complicated645

interference pattern further evidenced by banded variability in the mean coherent HKE to APE646

ratio. Through conversion efficiency, we estimate that 42% of this energy dissipates at modeled647

generation sites. On the continental margin, within 40 km of generation in < 500 m water648

depth, the coherent internal tide decreases to a fraction of its original energy and becomes near649

equivalent to the incoherent internal tide.650

d. Incoherent energy is fairly constant throughout the domain. This energy level is small relative to651

the coherent tide near generation regions, but comparable in water depths onshore of < 500 m.652

The ratio of incoherent horizontal kinetic to available potential energy energy is similar to that of653

a progressive wave at all locations.654

e. Coherent energy length scales are 50 − 100 km around the generation region, corresponding to655

the size of individual bathymetric conversion sites and similar to the internal tidal wavelength at656
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these water depths. Incoherent energy spatial variability is patchy with length scales ≈ 30 km657

offshore of the shelf-break, and 10 − 20 km farther onshore. These length scales are similar to658

the first baroclinic Rossby radius of deformation.659

f. Backward ray tracing from Pt. Sal shelf to deeper waters indicates multiple pathways through660

which baroclinic energy generated offshore can make it to the study region. Internal tidal661

energetics along a ray path reveal a complicated transition from coherent to incoherent fluxes662

within ≈ 40 km from the generation region. Unlike the coherent internal tide, generation of663

incoherent internal tides are not through bathymetric conversion, but appear equally likely to be664

due to interaction of internal tides with a varying shelf stratification and Doppler shifting from665

meso- and submesoscale activity, onshore of the shelf-break.666
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Figure Captions

FIG. 1. Nested ROMS grids (L2, L3 and L4) and observation locations: (a) Second level nested grid
(L2, resolution of 600 m). Colorbar is the water depth h in meters; (b) L3 grid (resolution 200 m);
and (c) L4 grid (resolution 66 m). Red squares are mooring locations at 50 and 30 m water depth
(also see, Colosi et al. 2017). In (a) dashed black lines are depth contours 30, 50, 100, 200, 500,
1000, 1500, 2000, 2500 and 3000 m. Parent grids L0 and L1 are shown elsewhere (Suanda et al.
2016).

FIG. 2. Observed (black) and modeled (red) vertical profile of mean temperature (a, d, ⟨T ⟩), standard
deviation of subtidal (b, e, �TST) and semidiurnal (c, d, �TSD) temperature at 50 m (a, b and c)
and 30 m (d, e and f) water depth. Mean and standard deviation are defined over the overlapping
time period between data collection at each mooring and the model simulation period. Results are
averaged for all 50 m and all 30 m mooring locations (see Fig. 1).

FIG. 3. Observed (black) and modeled (red) vertical profile of mean velocity (a1, d1, ⟨U⟩, a2, d2,
⟨V ⟩), standard deviation of subtidal (b1, e1, �UST, b2, e2, �VST) and semidiurnal (c1, f1, �USD, c2, f2,
�VSD) velocity at 50 m (a, b and c) and 30 m (d, e and f) water depth. Mean and standard deviation
are defined over the overlapping time period between data collection at each mooring and the model
simulation period. Results are averaged for all 50 m and all 30 m mooring locations (see Fig. 1).

FIG. 4. Observed (black) and modeled (red) mid-water column temperature spectra for moorings
at 50 m (a) and 30 m (b) water-depth versus frequency. The gray shaded region indicates the
semidiurnal band (16−1 − 10−1 cph). Magenta, yellow and green dashed lines are N2, M2 and S2

frequencies. The vertical bars represent the 95% confidence interval. Measured and modeled
temperature at all 50 m and all 30 m moorings are averaged.

FIG. 5. Observed versus modeled (a) coherent (squares) and incoherent (circles) mean (June-July,
2016), depth-integrated cross-shore baroclinic energy fluxes; and (b) ratio of coherent to incoherent
available potential (squares) and horizontal kinetic energy (circles) at 50 m (red) and 30 m (green).
Observations and model results at all 50 and 30 m moorings are considered.

FIG. 6. Observed (a) and modeled, mid-water column, high frequency temperature versus time
(in days). The yellow squares in (a) and (b) are local maximum temperature. (c) Probability
density function (pdf) of observed (black) vs. modeled (red) time separation with respect to M2
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tidal frequency between subsequent mid-water column temperature maxima for all 50 and 30 m
moorings.

FIG. 7. (a) L2 domain criticality parameter  (Eq. 14) estimated from mean modeled stratification
(June-July, 2015). In (a) dashed black lines are depth contours 30, 50, 100, 200, 500, 1000, 1500,
2000, 2500 and 3000 m. The inset (b) shows binned-mean criticality parameter vs. water depth for
the region enclosed within longitude < −120:4○, latitude 35:2○, and the offshore boundaries.

FIG. 8. Mean (a, June-July, 2015) and standard deviation (b) of baroclinic energy conversion (Eq. 6)
for L2 domain. Inset (c) shows binned-mean conversion versus water depth, while (d) is the mean
baroclinic energy conversion for L3 domain. In (a) dashed black lines are same depth contours as
Fig. 7, and in (c) 30, 50, 100, 200, and 500 m.

FIG. 9. Depth-integrated, mean (June-July, 2015) coherent (a, c, e) and incoherent (b, d, f)
baroclinic energy flux divergence for model domains L2 (a, b), L3 (c, d) and L4 (e, f). Arrows
indicate magnitude and direction of mean, depth-integrated baroclinic energy fluxes. In (a, b) and
(c, d) dashed black lines are same depth contours as Fig. 8, and in (e, f) 10, 30, 40, and 50 m.

FIG. 10. Mean (June-July, 2015) ratio of coherent to incoherent (a, c) horizontal kinetic energy, and
(b, d) available potential energy for the L2 (a, b) and L3 (c, d) domain. In (a) dashed black lines are
depth contours 30, 50, 100, 200, and 1500 m, and in (c) 30, 50, 100, 200, and 500 m. Solid blue,
green, cyan and magenta lines are depth contours 500, 1000, 2000, and 3000 m, respectively.

FIG. 11. Snapshot of coherent (left) and incoherent (right) available potential energy (top) and
horizontal kinetic energy (bottom) for L2 domain. Dashed black lines are depth contours 30, 50,
100, 200, and 1500 m. Solid blue, green, cyan and magenta lines are depth contours 500, 1000,
2000, and 3000 m, respectively.

FIG. 12. Ratio of mean (June-July, 2015) coherent horizontal kinetic energy to coherent available
potential energy (a), and incoherent horizontal kinetic energy to incoherent available potential
energy (b) for the L2 (a, b) domain. Insets (c) and (d) are binned-mean (and ±1 standard deviation)
coherent and incoherent ratios versus water depth. In (a) and (b) solid blue, green, cyan and magenta
lines are depth contours 500, 1000, 2000, and 3000 m, respectively. Solid black and gray contours
correspond to values of 2:42 and 1, respectively.

FIG. 13. (a) L2 domain with 17 ray paths (thin yellow lines) from generation region to ≈ h = 50 m.
These ray paths are determined from backward ray tracing using first-mode phase-speed determined
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from mean (June-July, 2015) stratification. (b) Percent along-ray velocity variability explained
by mode 1 (blue), mode 2 (red) and modes 3-10 (black); and (c) mean (± standard deviation)
along-ray water depth vs. along-ray distance.

FIG. 14. Conversion (red), energy flux gradient (gray) and residual term (black) along a ray (solid
magenta line, Fig. 13a) for total (a, Eq. 16a), coherent (b, Eq. 16b) and incoherent (c, Eq. 16c)
internal tidal energy balance. Dashed blue line in (b) shows relative variability of incoherent energy
flux gradient with respect to coherent energy fluxes

FIG. 15. (a) Color-shading of band-passed (16−1 − 10−1 cph) mid-water column temperature spectra
versus frequency and along-ray distance. Spectral estimates along all 17 ray paths are averaged.
The thin horizontal gray lines are N2, M2, and S2 frequencies; Ratio of (b) temperature spectra
integrated over frequencies corresponding to coherent band to those integrated over all band-passed
semidiurnal frequencies; (c) first mode phase speed standard deviation (�c) to mean (June-July,
2015) first mode phase-speed (c) squared; (d) total velocity standard deviation �v to mean (June-July,
2015) first mode phase-speed (c) expressed as a percentage.
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Figures

FIG. 1. Nested ROMS grids (L2, L3 and L4) and observation locations: (a) Second level nested grid (L2, resolution of
600 m). Colorbar is the water depthh in meters; (b) L3 grid (resolution200 m); and (c) L4 grid (resolution66 m). Red
squares are mooring locations at50and30 mwater depth (also see, Colosi et al. 2017). In (a) dashed black lines are
depth contours 30, 50, 100, 200, 500, 1000, 1500, 2000, 2500 and 3000 m. Parent grids L0 and L1 are shown elsewhere
(Suanda et al. 2016).

FIG. 2. Observed (black) and modeled (red) vertical pro�le of mean temperature (a, d,`Te), standard deviation of
subtidal (b, e,� TST ) and semidiurnal (c, d,� TSD ) temperature at50 m(a, b and c) and30 m(d, e and f) water depth.
Mean and standard deviation are de�ned over the overlapping time period between data collection at each mooring and
the model simulation period. Results are averaged for all50 mand all30 mmooring locations (see Fig. 1).
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