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Abstract—Nowadays, computer-based face recognition is a mature 
and reliable mechanism that is significantly used in many access 
control scenarios along with other biometric methods. Face recognition 
consists of two subtasks including Face Verification and Face 
Identification. By comparing a pair of images, Face Verification 
determines whether those images are related to one person or not; and 
Face Identification has to identify a specific face within a set of 
available faces in the database. There are many challenges in face 
recognition such as angle, illumination, pose, facial expression, noise, 
resolution, occlusion and the few number of one-class samples with 
several classes. In this paper, we are carrying out face recognition by 
utilizing transfer learning in a siamese network which consists of two 
similar CNNs. In the siamese network, a pair of two face images is 
given to the network as input, then the network extracts the features of 
this pair of images and finally, it determines whether the pair of images 
belongs to one person or not by using a similarity criterion. The 
results show that the proposed model is comparable with advanced 
models that are trained on datasets containing large numbers of 
samples. furthermore, it improves the accuracy of face recognition in 
comparison with methods which are trained using datasets with a few 
number of samples, and the mentioned accuracy is claimed to be 
95.62% on LFW dataset. 

Index Terms—Face Recognition, Convolutional Neural Net- 
works, Siamese Network, Transfer Learning, Small-Sample 
Dataset 

 

I. INTRODUCTION 

Face Recognition is a perfect biometric method to identity 

confirmation and it is widely used in several domains such 

as military affairs, financial issues, public security and daily 

common life. Face recognition task can be divided into two 

subtasks including “Face Verification” and “Face Identifica- 

tion”. In each scenario, first, a set of known persons images are 

recorded in a gallery and the probe image is shown to the sys- 

tem when the experiment is to be performed. Face verification 

computes a one-by-one similarity index of gallery and probe 

images in order to determine whether those two images belong 

to one person or not; while face identification calculates a one- 

to-many similarity index to determine the specific identity of 

a probe face image. One of the face recognition challenges 

is the intra-class (intra-persona) varieties. This means that an 

identity may have changes in appearance that are made as the 

result of changes in lighting, facial expression, pose, make 

up, hair style, aging, and etc. The other challenge is inter- class 

similarities (between people or identities). For example, different 

identities may have similar appearances such as similarities 

between twins, relatives and even strangers. In recent years, with 

the emergence of deep learning, avalability of big training data, 

and improvements in hardwares and computational capabilities, 

“convolutional neural networks” (CNN) are widely used as one 

of the most important models by many researchers in various 

computer vision problems such as image classification [1], object 

detection [2], image retrieval [3], and etc. In order to simplify 

CNN training and improve image classification efficiency in 

public datasets, it is required to have sufficient and rich samples 

based on the number of available classes or categories. However, 

there is a small number of samples in some situations to make a 

real face recognition while there are large number of classes 

available; and this issue significantly decreases the face 

recognition efficiency. 

In this paper, we are implementing face recognition using a 

“siamese network” [4] architecture which consists of two similar 

CNN networks- and transfer learning [5]. In the proposed model, 

a pair of face images is given to the network as input and the 

network determines whether the pair of images belong to one 

person or not by extracting the features of this pair of images and 

computing a similarity index. 

This paper is organized in five sections. In section 2, the most 

recent and new related works are reviewed. In section 3, the 

proposed method is presented. The empirical results and 

evaluation is discussed in section 4 and finally, section 5 is 

dedicated to conclusion and recommendations for future works. 

II. RELATED WORKS 

In recent years, CNN-based algorithms have had significant 

achievements in face recognition and face verification appli- 

cations [6]. Authors of [7] have used Weighted PCA-EFMNet 

deep learning feature extraction method to solve problems related 

to changes in expression, position, illumination and occlusion. In 

[8], a new approach (Auto-Encoder) is presented as a class 

sparsity supervised encoding (CSSE) for face 
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Fig. 1. Siamese network architecture for face recognition. (X0, X1) are a pair of input images, (f (X), f (X1)) is the extracted feature vector for the pair of 
input images by using a convolutional neural network, d(f (X0), f (X1)) is the a similarity function which calculates the distance between output vectors of the 
two networks. 

 

verification, in which feature representation is learned using 

supervised training data. Authors of [9] have proposed a part- 

based learning method for face verification, in which feature 

representation is extracted by convolutional fusion network 

(CFN).  In [10], a double layer block (DLB)-based metric 

learning method is presented for better resolution of pair of 

face images and faster general procedure in face verification. 

Jianming Zhang et al. [11] introduced a method by de- 

signing a new CNN and using it in siamese architecture, so 

that they could reach 94.8% accuracy in face recognition by 

training their model with small-samples dataset LFW. 

The proposed method in this paper is similar to Jianming 

Zhang et al. [11], with siamese network architecture. We 

improve the accuracy up to 95.2% by using transfer learning 

and VGG-16 Model which is pre-trained on ImageNet dataset. 

 
III. FACE RECOGNITION USING SIAMESE ARCHITECTURE 

AND TRANSFER LEARNING 

A siamese network is an architecture with two similar 

parallel neural networks. The networks have identical configu- 

rations with identical weights and parameters, and the weights 

are shared between these two networks. Each network has 

a different input (image) and their outputs are combined to 

present some predictions. The fundamental idea of siamese 

networks is that they could learn the useful data descriptors that 

are used to compare subnetwork inputs. Figure 1 shows a 

siamese network architecture. 

Transfer learning is a popular approach in machine learning 

specially in deep learning, in which pre-trained models are used 

as the beginning point of solving several computer vision 

problems. This method is mostly used when small number of 

data is available for modeling a new problem. Therefore, we 

can utilize deep learning models that are previously trained 

on big datasets and have common fundamentals with the new 

problem at hand, with the aim of building the transfer learning 

model on the gained knowledge from previous model. 

In this paper, we use transfer learning to solve the face 

recognition problem. For this purpose, we utilize the pre- trained 

VGG-16 [12] as the convolutional neural network available in 

siamese architecture for feature extraction. 

 
A. Pre-Trained VGG-16 

VGG-16 is a convolutional neural network model proposed by 

A.Zisserman and K.Simonyan [12]. This model has reached to 

top-5 test 92.7% accuracy by training 1000-class ImageNet 

dataset with over 1.4 million labeled images. The architecture of 

this network consists of 13 convolutional layers with 3 3 kernel-

size, 4 pooling layers with 2 2 kernel-size, and 3 fully connected 

(FC) layers that first two layers have 4096 neurons and the third 

fully connected layer has 1000 neurons. 

 
B. Face Recognition Using Siamese-VGG 

We use pre-trained-VGG-16 [12] in order to extract features in 

siamese architecture and then fine-tune it. For this purpose, as 

shown in figure 2, we first eliminate all VGG-16 fully 

connected layers and add our three fully connected layers each of 

which has 512 neurons along with ReLU activation function to the 

network. Then, we freeze all VGG-16 convolutional layers 

except block-5 layers that include three convolutional layers and 

one pooling layer, so that their weights will not change during 

training and the only changeable weights would be for block-5 

and subsequently added fully connected layers. Since fully 

connected layers are randomly initialized, updating very big 

weights may be propagated throughout the network and destroy 

previously learned representations. We also set the network input 

size to 128 128 3. To train the proposed siamese model, we use 

“contrastive loss Function” [13] to make an adaptive estimation 

of the model between Defaults 

(D) and Ground-Truth (y). Contrastive loss function tries 
to minimize the square Euclidean distance for similar pairs of 

images and maximize this distance for dissimilar pair of images, 

so that similar samples will get closer and dissimilar 
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Fig. 2. VGG-16 network architecture with fully connected layers on top for fine-tuning 

 

 

samples will get farer. Calculation of contrastive loss is as 

follows: 

L = (1 − y)(D)2 + y[max((m − D), 0)]2 (1) 

where, y is the binary label that represents the similar (y = 0) 

or dissimilar (y = 1) pair of input images. m is a margin value 

that has a value more than zero. The existence of the margin 

shows that different pairs that are beyond this margin, do not 

affect the loss function. In this research, we assume the value 

of m to be equal to 1. D is the Euclidean distance of output 

vectors for both convolutional neural network available in 

siamese architecture (the value that the model predicts) and is 

calculated as follows: 

d = ||f (x0) − f (x1)||2 (2) 

where, D is the Euclidean distance between f(x0) and f(x1) 

which are the outputs of the model for the pair of images 

(inputs) x0 and x1, and each of them includes a feature vector 

with 512 parameters. If the output vectors are sufficiently close 

(d < 0.5) then the model decides whether the input pair of 

images is similar (D = 0) or (d     0.5) different (D = 1). Since 

the labels of each pair of images is initialized as 0 or 1, the 

predicted values of the model should also be 0 or 1, so that 

the comparison between the predicted value and the actual 

value would be more accurate and correct. The final 

predicted value of the model is calculated as follows: 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Some samples of LFW dataset images 

 

 

network model for reaching high accuracies. It is difficult for 

them to reach an acceptable accuracy by using a small number of 

training samples. Nonetheless, we are conducting face 

recognition task using the small dataset of LFW. 

LFW dataset is a database of facial images to study face 

recognition problem. This dataset includes over 13000 facial 

images that are collected from web pages. Each image is labeled 

with the person name. About 1680 individuals have two or more 

separate images in this dataset. Each facial image is a color image 

with size of 250    250 [14]. Figure 3 shows a part of this dataset. 

A. The Results of Implementation of the Proposed Model on 

LFW Dataset 

D = 
0   d < 0.5 

1    d ≥ 0.5 

IV. EXPERIMENTAL RESULTS AND EVALUATION 

(3) The inputs of our siamese network are the pairs of images and 

the labels. Therefore, it is necessary to prepare and gen- erate 

training data that are compatible with expected siamese 

Achieving high accuracy in recognition by using a small 

number of training samples for single-class samples is a 

difficult task for face recognition algorithms. LFW dataset has 

small-sized samples of face images for each person. Deep 

learning models need large numbers of samples to train 

network structure. We generate the pair of images by using 

the suggested algorithm in [11]; so that if the pair of images 

belongs to one person, we mark (label) it as 0 and if it belongs 

to two different people, we mark (label) it as 1. The dataset 

includes about 15000 pairs of images that are generated 
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Fig. 4. Similar and Different Pairs Related to One Individual 

TABLE I 
FACE  RECOGNITION  RATE  IN  DIFFERENT  METHODS  WITH  LFW DATASET 

 
Method Face Recognition Rate (%) 

DLB [10] 88.50 

CFN+APEM [9] 87.50 ± 1.57 

L-CSSE+KSRC [8] 92.02 

SiameseFace1 [11] 94.80 

Weighted Pca-Efmnet [7] 95.00 ± 0.71 

Siamese-VGG (Ours) 95.62 ± 0.42 

CosFace [15] 99.73 

 

  

at the rate of 1:1. In this dataset, 60% of image pairs are 

used for training and the remained 40% are used for testing. 

Segmentation of dataset into two train and test subsets is done 

randomly. Figure 4 shows the generated similar and different 

sample pairs for an individual. This experiment is carried out 

on a system with GeForce GTX 780 GPU and a 16 GB main 

memory. We used Keras as deep learning framework and 

carried out our experiment on LFW dataset. We assumed that 

batch sizes are equal to 

32. We used ADAM Optimizer Function with α = 0.000005 
as learning rate. In the table I, the results of our experimet 

is represented in comparison with other face recognition 

algorithms. As clarified below, our model obtained the best 

accuracy compared to other models that use small training 

datasets alike us. 

In Table I, CosFace is a deep learning method proposed by 

Hao Wang et al. [15]. This algorithm is trained by data that 

are different from LFW dataset. This algorithm is trained by 

5 million facial images and has gained the best accuracy. As 

it is clear, our algorithm has less accuracy than the foresaid one, 

but it has the best accuracy compared to other methods using 

small dataset to train their model. 

V. CONCLUSION AND FUTURE WORKS 

In this paper, we carried out a face recognition task by 

using a siamese network architecture which consists of two 

similar CNNs and also applying transfer learning from VGG- 

16 model. For this purpose, we exploited a VGG network 

This algorithm is trained by data that are different from LFW 

dataset. This algorithm is trained by 5 million facial images 

and has gained the best accuracy. As it is clear, our algorithm 

has less accuracy than the foresaid one, but it has the best 

accuracy compared to other methods using small dataset to 

train their model. 

 

model pre-trained on ImageNet dataset to extract features from 

images along with Euclidean distance to calculate the similarity 

level. We also conducted network training with contrastive loss 

function to minimize the similarity between pairs of images 

related to one person and maximize the similarity between pairs 

of images for different individuals. The results show that the 

proposed model has been capable of improving the accuracy rate 

compared to other similar methods that are trained on datasets 

with small number of samples. As a recommendation to 

continue this work in the future, we suggest using other CNN 

networks in siamese network architecture; particularly those 

convolutional networks that are capable of extracting high level 

features in addition to low level ones, perfectly. Mostly, the 

efficiency of any face recognition algorithm is measured by the 

accuracy of match. Accuracy is calculated by the ability of the 

algorithm to recognize the facial input and display the 

percentage of match. It is important that the algorithm should 

display the closest percentage of match. The proposed SVM-

based face recognition system achieves a matching accuracy of 

about 61% with 50 real-time images in the dataset. Accuracy can 

further be improved by increasing the number of images in the 

dataset. The important parameters for evaluation are facial 

vectors, light intensity, pixel quality etc. Moreover, using 

“triplet loss” can be an appropriate alternative for Siamese 

architecture which compares simultaneously positive and 

negative pairs. Data augmentation methods can also be used as 

effective methods for small-samples datasets.  

A face recognition system captures an incoming image from a 

camera device in a two-dimensional or three-dimensional way 

depending on the characteristics of the device [4]. It then 

compares the relevant information of the incoming image signal 

in a real-time image or video frame with the faces in a database. 

Obtaining this kind of dynamic information in real- time is 

trustworthy and secure than the information obtained in a static 

image. Biometrics is a widely used technique in face recognition, 

which maps the facial feature that are present in a still image or 

video frames. 
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