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Abstract - Data Mining plays a vital role in today’s 

information world where it has been widely applied in 

various organizations. The current trend needs to share data 

for mutual benefit. However, there has been a lot of concern 

over privacy in the recent years .It has also raised a potential 

threat of revealing sensitive data of an individual when the 

data is released publically. Various methods have been 

proposed to tackle the privacy preservation problem like 

anonymization and perturbation. But the natural 
consequence of privacy preservation is information loss. 

The loss of specific information about certain individuals 

may affect the data quality and in extreme case the data may 

become completely useless. There are methods like 

cryptography which completely anonymize the dataset and 

which renders the dataset useless. So the utility of the data is 

completely lost. We need to protect the private information 

and preserve the data utility as much as possible. So the 

objective of the thesis is to find an optimum balance 

between privacy and utility while publishing dataset of any 

organization. Privacy preservation is hard requirement that 
must be satisfied and utility is the measure to be optimized. 
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I. INTRODUCTION 

The amount of data that need to be processed to extract 

some useful information is increasing. Therefore different 

data mining methods are adopted to get optimum result with 

respect to time and utility of data. The amount of personal 

data that can be collected and analyzed has also increased. 

Data mining tools are increasingly being used to infer trends 

and patterns. In many scenarios, access to large amounts of 
personal data is essential in order for accurate inferences to 

be drawn. However, publishing of data containing personal 

information has to be restricted so that individual privacy is 

not hampered. One possible solution is that instead of 

releasing the entire database, only a part of it is released 

which can answer the adequate queries and do not reveal 

sensitive information. Only those queries are answered 

which do not reveal sensitive information. Sometimes 

original data is perturbed and the database owner provides a 

perturbed answer to each query. These methods require the 

researchers to formulate their queries without access to any 
data. Sanitization approach can be used to anonymize the 

data in order to hide the exact values of the data. But 

conclusion can’t be drawn with surety. Another approach is 

to suppress some of the data values, while releasing the 

remaining data values exactly. But suppressing the data may 

hamper the utility. A lot of research work has been done to 

protect privacy and many models have been proposed to 

protect databases. Out of them, k-anonymity has received 

considerable attention from computer scientist. Under k-

anonymity, each piece of disclosed data is equivalent to at 

least k-1 other pieces of disclosed data over a set of 

attributes that are deemed to be privacy sensitive.  

 

II. CONCEPT ON DATA MINING 
A. What is Data Mining?  - Data mining is a technique 

that helps to extract useful information from a large 

database. It is the process of extracting relevant information 

from large databases through the use of certain data mining 

algorithms. As the amount of data doubles every three 

years, data mining is becoming an increasingly important 

tool to transform this data into information. Data mining 

techniques takes a long time which requires long process of 

research and product development. This evolution started 

with storing of business data on computers, continued with 

improvements in data access, and more recently, generated 
technologies that allow users to search their data in real 

time. Data mining is ready for application in the business 

community because it is supported by three technologies 

that are now sufficiently mature:  

 Massive data collection 

 Powerful multiprocessor computers 

 Data mining algorithms  

  

B. Methods of Data Mining - The Amount of data that 

need to be processed to extract some useful information is 

increasing. So the methods used for extracting information 
from huge amount of data must be optimum. As described 

in the various data mining algorithms can be classified into 

two broad categories.  

i). Heuristic-based approaches  

 additive noise  

 multiplicative noise 

 k-anonymization 

 statistical disclosure control based approaches  

ii). Cryptography -based approaches  

  

C. Samarati’s Algorithm for K-anonymization - 
Samarati proposed an algorithm for k-anonymization in 

2001. This algorithm uses generalization and tuple 

suppression over quasi-identifiers to obtain a k-anonymized 

table with maximum suppression of MaxSup tuples. This 

algorithm uses binary search on the generalization hierarchy 
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to save time. It assumes that a table PT with more than k 

attributes is present which is to be k-anonymized.   

Given a table PT and a generalization hierarchy, different 

possible generalizations exist. Not all generalizations, 

however, can be considered equally satisfactory. For 

instance, the trivial generalization bringing each attribute to 
the highest possible level of generalization, thus collapsing 

all tuples in T to the same list of values, provides k-

anonymity at the price of a strong generalization of the data. 

Such extreme generalization is not needed if a more specific 

table (i.e., containing more specific values) exists which 

satisfies kanonymity. A naïve approach to compute a k-

minimal generalization would then consist in following each 

generalization strategy (path) in the domain generalization 

hierarchy stopping the process at the first generalization that 

satisfies k-anonymity. However this approach becomes 

impractical when number of paths increase. A better 

approach to find k-minimal generalization is proposed in 
[4]. In this approach concept of distance vector is induced 

and exploited. Let PT be a table and x,y Є PT be two tuples 

such that x =(v1.........vn) and y=(v1‟……vn‟) where vi  and 

vi‟ are values in domain Di  The distance vector between x 

and y is the vector Vx,y = [d1……..dn] where di is the 

(equal) length of the two paths from vi  and vi‟ to their 

closest common ancestor in the value generalization 

hierarchy VGHDi (or, in other words, the distance from the 

domain of vi and vi‟  to the domain at which they generalize 

to the same value vi). Assume Dept, C.G., Age and Roll No. 

to be a quasi-identifier. The distance vector between (CIV, 
7.5, 20, 10601012) and (CIV, 8.6, 21, 10601026) is 

[0,1,1,1], at which they both generalize to 

(CIV,>7,>20,106010**).   

 

III. CONCLUSION 

In order to improve the privacy offered by the dataset, 

utility of the data suffers. On conducting the experiments we 

found that the balancing point between utility and privacy 

depends on the dataset and value of k cannot be generalized 

for all datasets such that utility and privacy are balanced. On 

varying the number of sensitive attributes in a dataset the 

balancing point varies. We found that if number of quasi-
identifiers increases balancing point moves down and 

balance between utility and privacy occurs at a higher value 

of k. Thus if a dataset contains more number of quasi-

identifiers then the utility as well as privacy attained at 

balancing point will be less than the dataset having fewer 

quasi-identifiers. 
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