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Abstract-Social Media of the development with online 

documents such as the comments of new blog and article have 

conventional nice devotion; and the sentiment analysis via 

online papers has become one famous investigation area. 

Investigation of sentence orientation is purpose to find the 

useful the valuable orientation information, it becomes a study 

focus in the nature language processing, particularly in micro 

blog based on current semantic similarity, this paper presents a 

sentence verification method taking benefits of an enhanced 

algorithm for calculation like facebook comments term 

semantic value. Firstly this paper described the method 

sentimental analysis. The proposed work has implemented 

create the database in two ways i.e. first single comment 

which is time consume and second one multiple data upload 

one at a time which is time saving approach. Apply the feature 

extraction technique means to find which comment is unique 

and create the Ascii code in every alphabet cause of comment 

has secured. Three categories we have described i.e. positive, 

negative and neutral. The classification technique classify the 

data in the two modules i.e. training module and testing 

module is defined the percentage of the each category. 

Keywords-Sentimental Analysis, matrix technique, 

categories, classification using Feed Forward neural network. 

I. INTRODUCTION 
The fast development of the wide web and speedily growth 

of the information resources, network as a main tool of 

information acquisition and exchange info [1], is becoming 

open data sharing platform. All sorts of comments and views 

can be available freely in numerous settings, comments etc. 

Especially in comments which area is the famous popular in 

the current, all the review describe their thoughts by single 

sentence, described as  a study focus, has been extensively 

applied in information security and automatic hiding and has 

become much more significant.The word suggests it contains 

detecting sentiments of any individual from the text that is 

writes in digital format. There is a wide array of applications 

of this concept. This concept became centre of attention since 

industry got transformed with the change in example of 

“Sellers’ Market” to “Buyers’ Market” in order to capture 

market share. 

Sentiment is a view, feeling, opinion or assessment of [2] a 

person for some product, event or service .Sentiment Analysis 

or Opinion Mining is a stimulating Text Mining and Natural 

Language Processing problem for automatic extraction, 

organization and summarization of opinions and emotions 

expressed in online text .Sentiment analysis is replacing 

traditional and web based reviews conducted by businesses for 

finding public opinion about entities like products and 

services. Sentiment Analysis also assists entities and 

organizations interested in knowing what other people 

comment about a specific product, service topic, issue and 

event to find an optimal choice for which they are looking for 

Sentiment analysis is of great value for business intelligence 

applications [3], where business analysts can analyse public 

sentiments about products, services, and policies. Sentiment 

Analysis in the context of Government Intelligence aims at 

removing public views on government strategies and decisions 

to infer possible public reaction on implementation of certain 

policies. 

We extract sentimental information from comments and 

blogs, divide sentimental propensity, study the type of client’s 

character and forecast clients advanced sentiment about 

specific info. [4] To incoming at the aim extraction, sentiment 

and each token of clients is firstly client to construct 

commercial client’s sentimental space. The general makes of 

human sentiments universe are implemented to guide the 

evaluating of client personalities. Finally, we search for out 

sentimental leaders who paly role in leading public sentiments. 

A. Major steps in Sentiment examination  

• Text Removal – This step involves extracting words from 

text that influence [5] the outcome of the result.  

• Text Refinement – This step involves refining text in form 

of relevant phrases, words etc.  

• Text Organization – This step includes organization of 

text into its class (positive/negative)  

• Score Aggregation – This step collects total scores from 

classifier and then aggregates it further to produce the 

total sentiment score [6]. 

 

II. SENTIMENT CLASSIFICATION LEVELS 

Sentiment analysis can occur at different levels: document 

level, sentence level or aspect/feature level. 

B. Document Level Classification  

In this process, sentiment is extracted from the entire [7] 

review, and a whole opinion is classified based on the overall 

sentiment of the opinion holder. The goal is to classify a 

review as positive, negative, or neutral. 

C. Sentence Level Classification  

This process usually involves two steps:  
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• Subjectivity classification of a sentence into one of two 

classes: objective and subjective  

• Sentiment classification of personal sentences into two 

courses: positive and negative. 

D. Aspect/Feature Level Classification  

In this process, the goal is to identify and extract object 

features [13] that have been commented on by the opinion 

holder and determine whether the opinion is positive, negative, 

or neutral. Feature synonyms are grouped, and a feature-based 

summary of multiple reviews is produced. 

III. FEATURE EXTRACTION IN SENTIMENTAL 

ANALYSIS 

Text Analysis is a main application field for mechanism 

learning algorithms. However the raw data, a sequence of 

symbols cannot be fed straight to the algorithms themselves as 

most of [14] them expect numerical feature vectors with a 

fixed size somewhat than the raw text forms with variable 

length. 

In order to address this, scikit-learn provides utilities for 

the most mutual ways to extract numerical structures from text 

content, namely: 

 Tokenizing strings and giving an integer id for each [11] 

imaginable token, for instance by using white-spaces and 

punctuation as token separators. 

 Counting the existences of tokens in each document. 

 Regulating and weighting with diminishing importance 

tokens that occur in the majority of samples / forms. 

In this arrangement, features and samples are defined as 

follows: 

 Each individual token incidence frequency (regularised or 

not) is treated as a feature [12]. 

 The vector of all the token frequencies for a 

given article is considered a multivariate sample. 

A corpus of documents can thus be represented by a matrix 

with one row per manuscript and one support per token (e.g. 

word) occurring in the corpus. 

IV. RELATED WORK 

Shoushan Li et.,al(2013) [6] important phenomenon, called 

polarity shifting, remains unsettled in the bag-of-words replica 

which sometimes makes the machine learning approach fails. 

In this study, they aim to do sentiment classification with full 

thought of the polarity shifting phenomenon. First, they extract 

some discovery rules for detecting division uneven of 

sentimental words from a corpus which consists of polarity-

shifted sentences. Eric Linet et.,al(2013)[7]classification of 

consumable media by mining relevant text for their identifying 

features is a slanted process. Previous attempts to do this type 

of feature mining have generally been limited in range due to 

having incomplete access to user data. A lot of these studies 

used human domain knowledge to evaluate the accuracy of 

skin extract using these methods. In this paper, we pit book 

review text to identify nontrivial features of a set of alike 

books. We make comparisons flanked by books by looking for 

books that share characteristics, ultimately performing 

clustering on the books in our information set. Keisuke 

Mizumoto et.,al(2012) [8] first  make a small polarity 

dictionary, which a word polarity is determined physically, 

and using many store market news, which polarities are not 

known, new words were added in the polarity lexicon. Inthis 

paper they proposed a mechanically dictionary construction 

approach and sentiment analysis of store market news using 

the dictionary. To talk about our proposed method we compare 

polarities determined by a financial specialist with polarities 

determined with our future method.Samir Rustamov 

et.,al(2013)[9]fused the two methods was more accurate that 

either alone. This technique has been modified to take out 

sentiment from the "Rotten Tomatoes" movie review database. 

The reported systems include HMM only, ANFIS only, and a 

cross of the two. The two single-part systems each perform 82-

83% correct results from unedited reviews. The hybrid scheme 

is able to improve correctness by a full percentage point, 

achieving 84% correct. It is anticipated that when a routine 

editing module is inserted, correctness will improve to a level 

commensurate with human judgment.Samatcha 

Thanangthanakij et.,al(2012) [10]  important sources for 

service providers to get better their service release and service 

consumers to obtain information for decision making before 

their service gaining. However, in the real situation, there are 

more than a few points of view in service assessment using 

online review. This paper shows an experiential study to apply 

classification-based sentiment analysis on online reviews with 

manifold dimensions using natural language dispensation 

techniques. The aim of this study is to discover the most 

powerful part-of-speech on the sentimental psychoanalysis and 

the presentation of the multi-dimensional categorization 

methods. By the experiment on reviews of restaurant with five 

size; i.e., taste, environment, service, price, and cleanness, we 

discover out that adjective (JJ) has the most powerful part-of-

speech on the sentimental analysis and BRplus is the most 

well-organized one with the categorization accuracy of 

85.89%.  

 

V. PROPOSED TECHNIQUES 

The proposed technique has described the sentimental 

analysiswith feature extraction based on classification steps: 

Steps: 1 Upload the different categories in sentimental analysis 

i.e. positive, negative and neutral reviews. 

Steps: 2 We wrote the comment in the positive, negative and 

neutral category review. Apply the feature extraction using in 

different techniques like; 

a) Token based techniques used for detect the sentimental 

token by token and calculate the percentage of the 

category according. 

b) String Based technique used for find the sentiment 

number of character collect and calculate the percentage 

of the sentiments. 

c) Matrix based technique which has proposed technique we 

have applied to obtain the sentiments in the multiple 

forms like token based, string based, text based. This 

technique is faster than others. 
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Steps 3:Apply the classification Technique , to classify the 

sentiment system to detect the correct percentage. Basically 

FFNN create the two forms i.e train form and test form. 

Feed Forward Neural Network is an organically stimulated 

organization algorithm. It consists of amount of simple neuron 

like processing units, prearranged in layers. Every unit in a 

layer is related with all the units in the preceding layer [11]. 

These connections are not all equal: each joining may have a 
different strength or weight. The weights on these contacts 

encode the information of a network. Frequently the units in a 

neural network are also called nodes [12]. Data arrives at the 

inputs and permits through the network, layer by layer; 

pending it arrives at the productivities. During consistent 

operation, that is when it acts as a classifier, there is no 

comment between layers. This is why they are called feed 

forward neural networks. In the subsequent figure we see an 

instance of a 2-layered network with, from top to bottom: an 

output layer with 5 units, a hidden layer with 4 units, 

correspondingly. The network has 3 input units. The 3 inputs 

are shown as loops and these do not belong to any layer of the 

network (though the inputs occasionally are measured as a 

simulated layer with layer number 0). Any layer that is not an 

output layer is a hidden layer. This network consequently has 

1 hidden layer and 1 output layer. The numeral also shows all 

the networks between the units in different layers. A layer only 

joins to the preceding layer.The procedure of this network can 

be divided into two phases : Learning and  Classification. 

  

VI. DESIGN AND IMPLEMENTATION 

The simulation model describe the sentiment analyse 

through classification. We explained the graphical user 

interface platform in the Matlab 2013a Initialization phase 

having two different functionalities one is to train the system 

to create a knowledge base and another is to test the system 

efficiency for classification of textual data. Testing section 

load the knowledge base in the memory for three different 

categories like negative, positive and neutral. After this it 

extract the feature of existing input string and compare with 

knowledge base for their classification. Classification phase 

match uniqueness of current input with their datasets and 

produce the output as sentiment for the data. The classification 

generated via neural network at the time of training. It 

processes the data from their different layers like input layer, 

hidden layer and output layer. After processing all the features 

of all categories it generates a network of their neurons with 

processed information which used to classify the data 

sentiments.  The next process shows that which sentiment 

detected from a input with the help of neural network and 

system’s knowledge base. It compare the features of data and 

datasets and generate best matching with the knowledge base 

generate as system’s output in this section. The section shows 

the matching possibilities of three different categories. One 

sentence having multiple sentiments. So we need to analyse 

whole sentence for best solution for every input.  FRR and 

FAR is used find the rejection rate and acceptance rate that 

how correctly the system is accepting the right authentication 

and false authentication accurately and efficiently.  The one 

another parameter ACURACY is used to check the detection 

accuracy and processing the textual data over different 

knowledge base.  The values of FRR and FAR need to be less 

and accuracy will be high in best solutions systems. 

V.  CONCLUSION 

This paper describes the investigation problem of studying 

sentiments in social site via online website which is a 

significant topic of view knowledge. The basic definition of 

the comments and sentimental characteristics, we can calculate 

clients personal features. Then laws are described as the 

normal constraints of human sentiments based on sentiment 

area.  

In this way, we can apply the matrix based technique for 

feature extraction means obtained the data percentage of the 

sentiment and calculate the percentage of the sentiment 

category. Classify the sentiment using FFNN architecture 

which has shown the performance according to the iterations. 

This network create three layers i.e. input, hidden and output 

layer. Hidden layer passed the data for activation function 

which has scanned or filter the information in the layer and 

give them output. In testing form evaluate the parameters like 

false acceptance and false rejection this is the errors to find the 

testing part and decrease the  error rate because of increase the 

accuracy and detect the fit category sentiment. 

In future, BPNN can apply the data for classification in 

multiple layer. To improve the performance parameters such 

as reduce the error ration. 
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Table no: 1 Comparison Matrixes 

Inputs FRR FAR ACCURACY 

Happy 6.781 .001892 99.8107 

This is bad. 5.884 0.00425 97.568 

I am going. 6.662 .001758 98.995 

 

 

Fig no: 1 False Rejection Rate  

 

Fig no:2 False Acceptance rate 

5.4

5.6

5.8

6

6.2

6.4

6.6

6.8

7

Happy This is bad. I am going.

FRR

FRR

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

0.0045

Happy This is bad. I am going.

FAR

FAR



IJRECE VOL. 4 ISSUE 3 JULY.-SEPT. 2016      ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 
DOI: 10.13140/RG.2.1.4128.9201 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

                                                                                           A UNIT OF I2OR                                                                           6 | P a g e  
 

 

Fig.3: Accuracy 
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