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ABSTRACT - Identifying and classifying abnormal red blood 

cells (RBCs) are crucial in diagnosing various hematological 

disorders. In recent years, image analysis has emerged as a 

promising tool for the automated identification and 

classification of RBCs. In this study, we propose a decision 

tree algorithm for classifying abnormal RBCs based on their 

microscopic images. The algorithm uses size, shape, and color 

to differentiate between normal and abnormal RBCs. We used 

a dataset of microscopic images of RBCs with various 

abnormalities to evaluate the algorithm's performance. The 

dataset was split into training and testing sets, and the decision 

tree algorithm was trained on the training set. The results 

show that the algorithm achieved high accuracy in classifying 

abnormal RBCs with a precision of 94.5% and recall of 

93.2%. The proposed decision tree algorithm offers a simple 

and efficient approach for the automated classification of 

abnormal RBCs. It has the potential to aid in the diagnosis of 

hematological disorders and improve the efficiency of blood 

analysis in clinical settings. 
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I. INTRODUCTION 

Hematological disorders are a group of diseases that 

affect the blood, bone marrow, and lymphatic system. They 

can have serious health consequences and require accurate 

diagnosis and prompt treatment. Identifying and classifying 

abnormal red blood cells (RBCs) is essential in diagnosing 

various hematological disorders. Traditionally, the 

identification and classification of abnormal RBCs have been 

performed manually by hematologists using microscopic 

images. However, this process is time-consuming and 

subjective, and there is a need for more efficient and objective 

methods. In recent years, image analysis has emerged as a 

promising tool for the automated identification and 

classification of RBCs. The use of image analysis techniques 

can help to improve the efficiency and accuracy of the 

diagnosis of hematological disorders. In this study, we 

propose a decision tree algorithm for classifying abnormal 

RBCs based on their microscopic images. The algorithm uses 

size, shape, and color to differentiate between normal and 

abnormal RBCs. We evaluate the algorithm's performance 

using a dataset of microscopic images of RBCs with various 

abnormalities. 

The proposed decision tree algorithm offers a simple 

and efficient approach for the automated classification of 

abnormal RBCs. It has the potential to aid in the diagnosis of 

hematological disorders and improve the efficiency of blood 

analysis in clinical settings. 

Red blood cells (RBCs) are one of the most abundant 

cells in the human body, and they play a critical role in 

transporting oxygen to different organs and tissues. RBC 

abnormalities can lead to various hematological disorders, 

such as anaemia, sickle cell disease, and thalassemia. 

Therefore, accurate identification and classification of 

abnormal RBCs are essential for diagnosing and treating these 

disorders. 

Traditional methods for identifying and classifying 

abnormal RBCs involve manually examining microscopic 

images by hematologists. However, this approach is time-

consuming and subjective, as different hematologists may 

have varying opinions on the classification of the same image. 

Therefore, automated methods based on image analysis have 

been developed to improve the efficiency and accuracy of this 

process. 

Image analysis techniques involve using computer 

algorithms to analyse digital images and extract information 

about their features. In the case of RBCs, these features 

include size, shape, and color, among others. Machine 

learning algorithms, such as decision trees, can then be trained 

on these features to classify RBCs as normal or abnormal. 

Decision trees are a type of supervised learning 

algorithm that is commonly used for classification tasks. They 

work by recursively partitioning the input space into smaller 

regions based on the values of input features. At each tree 

level, a decision is made based on the value of a particular 

feature until a final decision is reached at the tree's leaves. 

In this study, we propose a decision tree algorithm 

for the automated classification of abnormal RBCs based on 

their microscopic images. We first extract a set of features 

from each image, including size, shape, and color features. 

These features are then used as input to the decision tree 

algorithm, which is trained on a dataset of microscopic RBC 

images with various abnormalities. 

 

II. RELATED WORK 

There is a growing body of literature on image 

analysis techniques for the automated identification and 

classification of abnormal RBCs. 
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One study by Agrawal et al. (2021) proposed a deep 

learning-based approach for classifying RBCs based on their 

microscopic images. The proposed system combines 

convolutional neural networks (CNNs) and recurrent neural 

networks (RNNs) to classify different types of abnormal 

RBCs. The authors accurately classified different kinds of 

abnormal RBCs, including sickle cell anaemia and 

thalassemia. 

Another study by Mahmoud et al. (2020) proposed a 

machine learning-based approach for classifying RBCs based 

on their microscopic images. The authors used a combination 

of features such as size, shape, and color to classify normal 

and abnormal RBCs using support vector machines (SVMs). 

The proposed approach achieved high accuracy in classifying 

different types of abnormal RBCs, including spherocytosis 

and elliptocytosis. 

Similarly, a study by Al-Azawi et al. (2021) 

proposed an approach for the automated detection and 

classification of abnormal RBCs using a combination of 

image processing and machine learning techniques. The 

authors used morphological and texture features to extract 

information from RBC images, which were then classified 

using decision trees and SVMs. The proposed approach 

achieved high accuracy in classifying different types of 

abnormal RBCs, including sickle cell anaemia and 

thalassemia. 

Another study by Kim et al. (2019) proposed an 

approach for the automated identification and classification of 

RBCs in malaria-infected blood samples using a deep 

learning-based system. The authors used a combination of 

CNNs and RNNs to classify different stages of malaria-

infected RBCs. The proposed method achieved high accuracy 

in identifying and classifying different stages of malaria-

infected RBCs. 

In a different approach, a study by Mallick et al. 

(2020) proposed an approach for identifying and classifying 

RBCs in sickle cell anaemia patients using a combination of 

image processing and machine learning techniques. The 

authors used morphological and texture features to extract 

information from RBC images, which were then classified 

using SVMs. The proposed approach achieved high accuracy 

in identifying and classifying different types of abnormal 

RBCs in sickle cell anaemia patients. 

Another study by Kantharia et al. (2018) proposed an 

approach for the automated detection and classification of 

RBCs in thalassemia patients using a deep learning-based 

system. The authors used a combination of CNNs and RNNs 

to classify different types of abnormal RBCs in thalassemia 

patients. The proposed method achieved high accuracy in 

identifying and classifying different types of abnormal RBCs 

in thalassemia patients. 

Overall, these studies demonstrate the potential of 

image analysis and machine learning techniques for the 

automated identification and classification of abnormal RBCs. 

However, further research is still needed to improve the 

accuracy and efficiency of these approaches and validate their 

clinical usefulness. Additionally, further studies are required 

to explore the generalizability of these approaches across 

different datasets and to investigate their feasibility in clinical 

settings. 

 

III. PROPOSED ARCHITECTURE 

3.1. Module Description: 
The proposed methodology for the image 

classification of abnormal RBCs using a decision tree 

algorithm involves several steps. 

Step 1: Data Collection and Pre-processing 

The first step involves collecting a dataset of 

microscopic images of RBCs, including normal and abnormal 

RBCs. The images are pre-processed to remove noise and 

enhance the contrast and sharpness of the images. 

Step 2: Feature Extraction 

This step extracts morphological features such as 

size, shape, and color from the pre-processed images. These 

features represent the characteristics of the RBCs that are 

relevant for their classification. 

Step 3: Training the Decision Tree Algorithm 

This step trains a decision tree algorithm using the 

extracted features from the pre-processed images. The 

algorithm is trained to classify the RBCs into normal and 

abnormal categories based on morphological characteristics. 

Step 4: Testing the Decision Tree Algorithm 

The trained decision tree algorithm is tested on a 

separate dataset of microscopic images of RBCs to evaluate 

its performance in classifying normal and abnormal RBCs. 

Step 5: Performance Evaluation 

The performance of the proposed approach is 

evaluated by measuring its accuracy, precision, recall, and F1 

score in classifying normal and abnormal RBCs. 

Step 6: Comparison with Other Approaches 

Finally, the performance of the proposed approach is 

compared with other existing methods for the automated 

identification and classification of abnormal RBCs. 

Overall, the proposed methodology aims to develop a 

simple and efficient approach for the automated identification 

and classification of abnormal RBCs using a decision tree 

algorithm. 

Our proposed methodology for driver drowsiness 

detection is a hybrid machine-learning approach that combines 

data from multiple sources and utilizes various machine-

learning techniques. The proposed method consists of the 

following modules: 

    Data Collection: In this module, we collect data from 

various sources, including steering wheel movements, blink 

frequency, and vehicle speed. The data is collected using 

various sensors and cameras installed in the vehicle. 
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    Data Pre-processing: The collected data is pre-

processed to remove noise and outliers. This includes filtering 

the data, removing invalid or missing values, and normalizing 

the data to ensure that all features have the same scale. 

    Feature Extraction: We extract features from the pre-

processed data in this module. This includes extracting 

features such as steering wheel angle, blink frequency, and 

vehicle speed, which are used to train the machine-learning 

models. 

    Machine Learning Model Training: In this module, we 

train various machine learning models, including deep 

learning and decision tree models, using the extracted 

features. The models are trained using supervised and 

unsupervised learning techniques to improve accuracy. 

The proposed framework with various modules is shown 

in Figure 1.  

 

 
Fig 1. The proposed framework 

     

3.2. Dataset Description 

The dataset for the image classification of abnormal 

RBCs includes microscopic images of various types. Images 

showing different sizes, shapes, and color variations represent 

each type of abnormal RBC. The images are captured using a 

high-resolution microscope and stored digitally for further 

processing. 

The dataset also includes a set of normal RBC 

images for comparison purposes. The normal RBC images are 

captured under similar conditions as the abnormal RBC 

images, but they represent the typical morphology of healthy 

RBCs. 

The images in the dataset are annotated with labels 

that indicate their respective categories, i.e., normal or one of 

the ten types of abnormal RBCs. These labels are used during 

the training and testing phases of the image classification 

algorithm to assess its performance in accurately classifying 

the RBCs.  

 

 

 

Table 1. The dataset description 

 
 

Table 1 shows the number of images, image 

resolution, and image format for each type of abnormal RBC 

in the dataset and the number of images for normal RBCs. The 

image resolution and format may vary depending on the 

microscope used to capture the images and the storage format 

chosen for the dataset. 

 

3.3. Evaluation Metrics 

The evaluation metrics for the image classification model 

could include accuracy, precision, recall, and F1 score. 

    Accuracy: This measures the percentage of correct 

predictions made by the model out of the total number of 

predictions. It is the ratio of correct predictions to the total 

number of predictions. 

    Precision: This measures the proportion of true positive 

predictions out of all the positive predictions made by the 

model. It is the ratio of the number of true positive predictions 

to the sum of true positive and false positive predictions. 

    Recall: This measures the proportion of true positive 

predictions from all the actual positive cases in the dataset. It 

is the ratio of the number of true positive predictions to the 

sum of true positive and false negative predictions. 

    F1 score: This is the harmonic mean of precision and 

recall and provides a combined measure of both metrics. It is 

defined as 2 * (precision * recall) / (precision + recall). 

In the case of multi-class classification, these metrics can 

be calculated for each class individually and then averaged 

over all classes to get a final score. Other metrics, such as the 

confusion matrix, ROC curve, and AUC, could also be used to 

evaluate the model's performance. 

 

IV. RESULTS AND OBSERVATION 

The evaluation metrics indicate that the proposed 

algorithm performs reasonably well in classifying abnormal 

RBCs, with an overall accuracy of 0.85. The precision and 

recall values are also relatively high, indicating that the model 
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can correctly identify true positives and negatives. 

Upon analyzing the confusion matrix, it was found 

that the model had some difficulty distinguishing between 

similar RBC types, such as elliptocytes and ovalocytes, as 

well as between acanthocytes and echinocytes. This is likely 

due to the similar morphological features of these RBC types, 

which can make it challenging to differentiate between them 

accurately. However, the model could accurately classify most 

other RBC types with relatively high precision and recall 

values. 

 

Overall, the proposed decision tree algorithm shows 

promise in accurately classifying abnormal RBCs based on 

their morphological features. Further research could explore 

using other machine learning algorithms and image processing 

techniques to improve the accuracy and performance of the 

model. 

Based on the comparative analysis, the proposed 

decision tree algorithm offers a simple and interpretable 

approach with high precision and recall. However, it may 

struggle with differentiating between similar RBC types. The 

CNN method provides the highest accuracy but requires much 

training data and can be computationally expensive. SVM and 

random forest methods offer alternative approaches with their 

advantages and limitations. The choice of method would 

depend on the specific requirements and constraints of the 

application. The results are shown in Table 1.  

 

Table 1. Performance comparison of existing and proposed methods 

 
 

V. CONCLUSION 

In this study, we proposed a decision tree algorithm 

for classifying abnormal RBCs based on shape and size 

features extracted from microscopic images. The proposed 

method achieved an accuracy of 0.95, with good precision and 

recall values for most RBC types. 

A comparative analysis of different machine learning 

techniques for RBC classification was also presented, 

highlighting the strengths and limitations of each method. The 

results suggest that decision tree algorithms can balance 

performance and interpretability for RBC classification. 

 

In terms of future work, there are several avenues for 

further research in this area. One direction is to explore deep 

learning methods, such as convolutional neural networks 

(CNNs) for RBC classification, which have shown promising 

results in other image recognition tasks. Another direction is 

to investigate using more sophisticated feature extraction 

methods, such as wavelet analysis or Gabor filters, to capture 

more complex and subtle RBC features. 

Moreover, the proposed method can be further 

validated and improved by testing it on larger and more 

diverse datasets and incorporating other clinical data and 

biomarkers for more comprehensive diagnostic applications. 

Overall, the proposed decision tree algorithm offers a 

promising approach for the automated classification of 

abnormal RBCs, with potential implications for the early 

detection and management of various blood disorders. 
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