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Abstract—This paper describes a robust algorithm for estimating a single latent sharp image given multiple blurry and/or noisy
observations. The underlying multi-image blind deconvolution problem is solved by linking all of the observations together via a
Bayesian-inspired penalty function, which couples the unknown latent image along with a separate blur kernel and noise variance
associated with each observation, all of which are estimated jointly from the data. This coupled penalty function enjoys a number of
desirable properties, including a mechanism whereby the relative-concavity or sparsity is adapted as a function of the intrinsic quality
of each corrupted observation. In this way, higher quality observations may automatically contribute more to the final estimate than
heavily degraded ones, while troublesome local minima can largely be avoided. The resulting algorithm, which requires no essential
tuning parameters, can recover a sharp image from a set of observations containing potentially both blurry and noisy examples,
without knowing a priori the degradation type of each observation. Experimental results on both synthetic and real-world test images
clearly demonstrate the efficacy of the proposed method.

Index Terms—Multi-observation blind deconvolution, blind image deblurring, sparse priors, sparse estimation

1 INTRODUCTION

MULTI-OBSERVATION blind deconvolution problems
exist under various guises in fields such as sig-

nal/image processing, computer vision, communications,
and controls. For example, in communications it is fre-
quently known as multi-channel blind equalization, where the
objective is to estimate an unknown input signal that drives
the output of several observed channels without knowledge
of the source signal or the channel [20]. Similarly, many con-
trol theory applications require the blind identification of a
multi-channel plant model [37], while multi-channel blind
deconvolution for single-input and multiple-output (SIMO)
systems is an integral part of signal processing tasks includ-
ing speech dereverberation [10]. Finally, from a computer
vision and image processing perspective, numerous sce-
narios taken from photography [23] and microscopy [26]
present us with multiple captures of the same physical
scene under different imaging conditions. In all of these
examples, the core estimation problem involves the recon-
struction of some intrinsic source signal of interest, along
with a series of observation-dependent convolution opera-
tors, from a series of degraded observations.
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Although the algorithms and attendant analysis apply
in a general setting, this paper will present a robust
blind deconvolution approach derived in the specific
context of multi-image deblurring. Here the goal is to
recover a single sharp, latent image from multiple blurry
and/or noisy observations obtained using, for exam-
ple, the exposure bracketing or burst-mode functional-
ity found on many consumer cameras. Fig. 1 presents
a representative example. A typical factor causing blur
is the relative motion between camera and scene dur-
ing the exposure period, which may arise from hand
jitter [9], [22].

Given L corrupted versions of a latent sharp image
x, the uniform convolutional blur model [9] assumes the
observation process

yl = kl ∗ x+ nl, ∀l ∈ {1, . . . ,L}, (1)

where l is the observation index, kl is a point spread
function (PSF) or blur kernel, ∗ denotes the convolu-
tion operator, and nl is a zero-mean Gaussian noise
term with covariance λlI. Within this context, the ulti-
mate goal of multi-image blind deblurring is to estimate
the sharp and clean image x given only the blurry and
noisy observations {yl}Ll=1, without any prior knowledge
regarding the unknown kernels kl or noise levels λl. By
combining the complementary information from multiple
images, it is often possible to generate higher quality esti-
mates of the scene x than in the single-observation, blind
deconvolution case [21].

While a number of successful multi-image blind
deconvolution methods exist, e.g., [4], [6], [21], [23], [39],
there remains room for practical improvements and addi-
tional theoretical understanding. In this regard, we present
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Fig. 1. Dual motion deblurring examples. Full images are shown in
Fig. 10.

a principled energy-minimization algorithm that can han-
dle a flexible number of degraded observations without
requiring that we know the nature (e.g., blurry vs. noisy) or
extent of the degradation for each observation. The under-
lying cost function relies on a coupled penalty function,
which combines the latent sharp image estimate with a
separate blur kernel and noise variance associated with
each observed image. Theoretical analysis reveals that this
penalty provides a useful agency for adaptively balancing
the effects of observations with varying quality, while at the
same time avoiding suboptimal local minima. All unknown
quantities are optimized using a majorization-minimization
algorithm that requires no tuning parameters. Additionally,
when only a single observation is present, the method
reduces to a principled, single-image blind deconvolution
algorithm with an image penalty that adaptively interpo-
lates between the �0 and �1 norms without any heuristic
hyperparameter. Experimental results on both synthetic and
real-world test images validate the proposed method rela-
tive to the current state-of-the-art. Finally, some brief dis-
cussions on non-uniform blur extension is presented. A pre-
liminary version of this work appeared in [35]; however, the
conference version contains no proofs, algorithm deriva-
tions, detailed analysis, nor the extensive empirical results
contained here.

The remainder of the paper is organized as fol-
lows. Section 2 briefly reviews some related single image
deblurring work as well as existing multi-image blind
deconvolution algorithms; we then introduce our alter-
native algorithm in Section 3. Theoretical properties and
analysis related to the proposed adaptive penalty func-
tion are presented in Section 4. Extensive empirical com-
parisons are conducted in Section 5. Some algorithm
details, including the derivations of the cost function
and the associated minimizing algorithm as well as a
discussion on kernel prior extensions are provided in
Section 6, followed by the proofs of the Theorems in
Section 7.

2 RELATED WORK

Blind deconvolution techniques are too numerous to
exhaustively survey here. Therefore, we will only present
relevant state-of-the-art algorithms and briefly mention
some of their limitations.

2.1 Single-Image Blind Deblurring
Blind deblurring using only a single image has been
addressed using a number of different techniques [2], [7],
[9], [13], [15], [22], [32], [36]. Many of these can be viewed
as maximum a posterior (MAP) estimators with different

prior/penalty terms [7], [13], [22], [32], [36], leading to
optimization problems of the form

min
x,k
‖k ∗ x− y‖22 + μEx(x)+ τEk(k). (2)

Here Ex(x) and Ek(k) regularize the latent image and blur
kernel respectively while μ and τ are standard weighting
factors. The MAP formulation is relatively straightforward,
but frequently requires additional heuristics such as struc-
ture selection and sharp edge prediction for generating
good deblurring results [7], [22], [32].

Variational Bayesian (VB) techniques provide an alter-
native to MAP estimation that attempt to make more
thorough use of the underlying posterior distribution of
the latent image [2], [9], [15], [17], [27]. Although miti-
gating some of the shortcomings of MAP, VB nonetheless
depends on certain posterior factorial assumptions (the so-
called mean-field approximation) and cost function that has
function-valued arguments and multiple integrations, mak-
ing transparent analysis difficult. Moreover, a pre-specified,
decreasing sequence of noise values is required to achieve
reasonable results with some of the most successful recent
VB algorithms [2], [15]. Consequently, rigorous analysis
leading to principled, multi-image extensions does not
currently exist.

2.2 Multi-Image Blind Deblurring
Rav-Acha and Peleg use two motion blurred images
with different blur directions and show that restora-
tion quality is superior than when using only a sin-
gle image [21]. Since this work, many other multi-image
blind deblurring algorithms have been developed [4],
[6], [23], [39]. Most of these assume that only two
blurry observations {y1,y2} are present. In addition to
other standard regularizers common to single-image blind
deconvolution algorithms, a ‘cross-blur’ penalty function
given by

Ek(k1,k2) = ‖k2 ∗ y1 − k1 ∗ y2‖22, (3)

is often included [6], [23]. The rationale here is that, given
the commutative convolutional model from (1), Ek(k1,k2)

should be nearly zero if the noise levels are low and
the correct kernels have been estimated. This penalty also
implicitly relies on the coprimeness assumption, meaning
that the blur kernels can only share a scalar constant [23].
Once the unknown kernels are estimated, the sharp image
x may be recovered using a separate non-blind step if
necessary.

Although computationally efficient, inclusion of this
quadratic energy term does not always produce good ker-
nel estimation results [6], [39]. One reason is that if the noise
level is relatively high, it can dominate the minimization of
Ek(k1,k2), leading to kernel estimates that are themselves
blurry, which may then either produce ringing artifacts or
loss of detail in the deblurred image [39]. Another issue is
solution ambiguity, meaning that for a given optimal solu-
tion {k̃1, k̃2}, there exists a family of solutions {k̃1∗h, k̃2∗h}
that also minimize (3) [6], [39]. Finally, a practical limita-
tion of Ek(k1,k2) is that it only applies to images pairs,
and hence would expand combinatorially as the number of
observations grows.
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To mitigate some of these problems, a sparse penalty on
the blur kernel may be integrated into the estimation objec-
tive directly [6], [23] or applied via post-processing [39]. For
example, Chen et al. propose a modified version of (3) that
regularizes the kernel estimates using a sparse prior Es, a
continuity (smoothness) prior Ec, and a robust Lorentzian
factor ϕ leading to the cost function

Ek(k1,k2) = ϕ(k2 ∗ y1− k1 ∗ y2)

+α
2∑

l=1

Es(kl)+ β
2∑

l=1

Ec(kl), (4)

where α and β are trade-off parameters [6]. Similarly,
Šroubek et al. modified (3) and incorporated a sparsity-
promoting kernel prior based on a rectified �1-norm [23].

In contrast, Zhu et al. proposed a two-step approach
for dual-image deblurring [39]. The blur kernels are first
estimated using [23] with (3) incorporated. The resulting
‘blurry’ estimates {k̂1, k̂2} are then refined in a second,
sparsifying step. For this purpose, {k̂1, k̂2} are treated as
two blurry images whose sharp analogues are produced
by minimizing

Ek(k1,k2,h) =
2∑

l=1

‖kl ∗ h− k̂i‖22 + α
2∑

l=1

‖kl‖pp (5)

over k1, k2, and h, with p ≤ 1 producing a sparse �p norm
over the kernels. This helps to remove the spurious factor
h mentioned above while producing sparser kernel esti-
mates. Although these approaches are all effective to some
extent, the sparsity level of the blur kernels may require
tuning.

2.3 Multi-image With Special Capturing
In addition to motion-blurred observation processes,
deblurring has also been attempted using multiple images
captured under different imaging conditions such as var-
ied exposure lengths [1], [34] and coded apertures [38].
For example, an image pair composed of a short expo-
sure observation, which is typically sharp but noisy, and a
long exposure observation, which will generally be blurry
but with limited noise, contains complementary informa-
tion that can be merged to form a single, high-quality image
estimate [34]. These assumptions simplify kernel estimation
substantially. One strategy is to first independently denoise
the short exposure image. A second linear regression step
can then be used to estimate the blur kernel of the long
exposure image by treating the output of the first step as
the latent sharp image [34].

Beyond exposure time length, other points of the image
acquisition process can be exploited to implement multi-
image blind deblurring. Relevant examples are numer-
ous: a prism system based upon special alignments in
motion-blurred image pairs [16]; a procedure that employs
flash sequences to obtain complementary high-resolution
detail and ambient illumination components of image
pairs [40]; coded exposure images captured with a flut-
tered shutter to preserve high-frequency information [1];
image pairs obtained using coded apertures that also reflect
high-frequency components while facilitating depth recov-
ery [38]; and deblurring with the assistant of an auxiliary

video camera with low spatial resolution but high frame
rate [24].

While using multiple images generally has the potential
to outperform the single-image methods by fusing com-
plementary information [6], [21], [23], [34], a principled
approach that applies across a wide range of scenarios with
little user-involvement or parameter tuning is still some-
what lacking. Our algorithm, which applies to any number
of both noisy or blurry images without explicit trade-off
parameters, is one attempt to fill this void.

3 A NEW MULTI-OBSERVATION BLIND
DECONVOLUTION ALGORITHM

We will work in the derivative domain of images for
ease of modeling and better performance [9], [15], mean-
ing that x and y will denote the lexicographically ordered
image derivatives of sharp and blurry images respectively
obtained via a particular derivative filter.1 Because con-
volution is a commutative operator, the blur kernels are
unaltered.

Now consider the case where we have a single observa-
tion y. The observation model from (1) defines a Gaussian
likelihood function p(y|x,k); however, maximum likelihood
estimation of x and k is obviously ill-posed and hence
we need a prior to regularize the solution space. In this
regard, it is well-known that the gradients of sharp natu-
ral images tend to exhibit sparsity [9], [15], [17], meaning
that many elements equal (or nearly equal) zero, while a
few values remain large. With roots in convex analysis [18],
it can be shown that essentially all iid distributions that
favor such sparse solutions can be expressed as a maximiza-
tion over zero-mean Gaussians with different variances.
Mathematically, this implies that p(x) = ∏m

i=1 p(xi) where
m is the size of x (y is of size n < m) and

p(xi) = max
γi≥0

N (xi; 0, γi) exp
[
−1

2
f (γi)

]
. (6)

Here f is an arbitrary energy function. The hyperparame-
ter variances γ = [γ1, . . . , γm]T provide a convenient way
of implementing several different estimation strategies [18].
For example, perhaps the most direct is a form of MAP
estimation given by

max
x;γ ,k≥0

p(y|x,k)
∏

i

N (xi; 0, γi) exp
[
−1

2
f (γi)

]
, (7)

where simple update rules are available via coordinate
ascent over x, γ , and k (a prior can also be included on k if
desired). However, recently it has been argued that an alter-
native estimation procedure may be preferred for canonical
sparse linear inverse problems [30]. The basic idea, which
naturally extends to the blind deconvolution problem, is to
first integrate out x, and then optimize over k, γ , as well as
the noise level λ. The final latent sharp image can then be
recovered using the estimated kernel and noise level with
standard non-blind multi-image deblurring algorithms.

1. The derivative filters used in this work are {[− 1, 1], [− 1, 1]T}.
Other choices are open.
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Using the framework from [30], [31], it can be shown that
this alternative estimator is formally equivalent to solving

min
x;k,λ≥0

1
λ
‖y− k ∗ x‖22 + g(x,k, λ), (8)

where g(x,k, λ) � minγ≥0 xT�−1x+ log |λI+H�HT|, and H
is the convolution matrix of k. The derivation of (8) is sum-
marized in Section 6.1. Note that this expression assumes
that f is a constant; rigorous justification for this selection
can be found in [31].

Optimization of (8) is difficult in part because of
the high-dimensional determinants involved with realistic
sized images. To alleviate this problem, we use determi-
nant identities and a diagonal approximation to HTH as
motivated in [15]. This leads to the simplified penalty
function

g(x,k, λ) = min
γ≥0

∑

i

[
x2

i
γi
+ log

(
λ+ γi‖k̄‖22

)]
, (9)

with an extra (n−m) log λ term. Here ‖k̄‖22 �
∑

j k2
j Īji and Ī

is an indicator matrix with the j-th row recording the (col-
umn) positions where the j-th element of k appears in H.
‖k̄‖22 can be viewed as the squared norm of k accounting
for edge effects, or equivalently, as the squared norm of
each respective column of H. While technically then ‖k̄‖22
should depend on i, the column index of H, we omit explicit
referencing for simplicity.2

In addition to many desirable attributes as described
in [31], the cost function (8) provides a transparent entry-
point for multi-image deblurring. Assuming that all obser-
vations yl are blurry and/or noisy measurements of the
same underlying image x, then we may justifiably postulate
that γ is shared across all l. This then leads to the revised,
multi-image optimization problem

min
x,{kl,λl≥0}

L∑

l=1

1
λl
‖yl − kl ∗ x‖22 + (n−m) log λl

+ g(x, {kl, λl}),
(10)

where the multi-image penalty function is now naturally
defined as

g(x, {kl, λl}) �

min
γ≥0

L∑

l=1

m∑

i=1

[
x2

i
γi
+ log(λl + γi‖k̄l‖22)

]
.

(11)

The proposed cost function (10) can be minimized using
coordinate descent (similar to MAP) outfitted with con-
venient upper bounds that decouple the terms embedded
in (11). The resulting majorization-minimization approach,
which is summarized in Algorithm 1, is guaranteed to
reduce or leave unchanged (10) at each iteration, with sim-
ilar convergence properties to the EM algorithm. Detailed
derivation of the proposed algorithm is provided in the
Section 6.2.

While admittedly simple, the proposed model has a
number of desirable features:

2. If H is assumed to be a circulant matrix, then in fact all
i-dependency is removed.

Algorithm 1: Multi-Observation Blind Deconvolution

Input: blurry images {yl}Ll=1
Initialize: blur kernels {kl}, noise levels {λl}
While stopping criteria is not satisfied, do

• Update x:

x←
[∑L

l=1
HT

l Hl
Lλl
+ �−1

]−1 ∑L
l=1

HT
l yl

Lλl

where Hl is the convolution matrix of kl
• Update γ :

γi ← xi
2 +

∑L
l=1 zli
L , � = diag(γ )

zli �
(
(
∑

j k2
ljĪji)λ

−1
l + γ−1

i

)−1

• Update kl:

kl ← arg min
kl≥0

1
λl
‖yl −Wkl‖22 +

∑

j

k2
lj(

∑

i

zliĪji)

with W the convolution matrix of x
• Update noise levels λl:

λl ←
‖yl − x ∗ kl‖22 +

∑m
i=1

∑
j k2

ljzliĪji

n
End

• It can handle a flexible number of degraded obser-
vations without requiring an extra ‘cross-blurring’
term, which generally limits the number of obser-
vations.

• The input can be a set of blurry or noisy observa-
tions without specifying the degradation type of each
example; the algorithm will automatically estimate
the blur kernel and the noise level for each one. We
note that in the case of a single observation, the pro-
posed method reduces to a robust single image blind
deblurring model given some minor modifications.3

• The penalty function g couples the latent image, blur
kernels, and noise levels in a principled way. This
leads to a number of interesting properties, includ-
ing an inherent mechanism for scoring the relative
quality of each observed image during the recovery
process and using this score to adaptively adjust the
sparsity of the image regularizer. Section 4 is devoted
to these developments.

• The resulting algorithm (Algorithm 1) is tuning
parameter free thus requires minimal user involve-
ment.

4 ANALYSIS

This section will examine several theoretical aspects of the
penalty function (11). These properties help to explain the

3. In the special case of a single image, extra care must be taken
when learning the noise. In this sense the multi-image scenario enjoys
a significant advantage in that with each additional image, the num-
ber of unknown parameters increases modestly (since the latent sharp
image is unchanged) relative to the total number of observations.
Hence learning the noise accurately for one image is actually much
harder than learning multiple noise levels from multiple observations.
On the positive side though, with only a single image our model col-
lapses into a more simplified form rendering additional theoretical
analyses and extensions possible. These contingencies unique to the
L = 1 case will be considered in a future publication.
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success of our algorithm and hopefully demystify, at least to
some extent, what otherwise may appear to be a somewhat
non-standard, coupled regularizer that differs substantially
from typical MAP estimators.

4.1 Penalty Function Properties
For convenience, we first define

h(x, ρ) � min
γ≥0

L∑

l=1

[
x2

γ
+ log(ρl + γ )

]
. (12)

where ρ � [ρ1, . . . , ρL]T with ρl � λl/‖k̄l‖22.4 Then by noting
the separability across pixels, (11) can be re-expressed as

g(x, {kl, λl}) =
m∑

i=1

h(xi, ρ)+m
L∑

l=1

log ‖k̄l‖22, (13)

which partitions image and kernel penalties into a more
familiar form. The second term in (13) penalizes the ker-
nels via a logarithmic transformation of the respective �2
norms. However, we can reformulate this term into an alter-
native form that may be more familiar. Let k∗l denote a set
of kernels that minimize (10). Consequently, solving (10) is
equivalent to minimizing

min
x,{kl,λl≥0}

L∑

l=1

1
λl
‖yl − kl ∗ x‖22 +

m∑

i=1

h(xi, ρ),

s.t. log ‖kl‖22 ≤ log ‖k∗l ‖22 ∀l.
(14)

Because the logarithm is a smooth, continuous function
over the constraint set, it can be removed from the above
constraint. Consequently, the corresponding Langrangian
for (14) can be expressed as

min
x,{kl,λl≥0}

L∑

l=1

1
λl
‖yl − kl ∗ x‖22 +

m∑

i=1

h(xi, ρ)

+
L∑

l=1

Cl‖k̄l‖22,
(15)

for some constants Cl. Thus, the proposed cost function can
be viewed as utilizing weighted quadratic kernel penal-
ties, a typical choice in many blind deblurring algorithms,
e.g., [7]. Importantly though, while existing algorithms
must heuristically select each Cl, our algorithm implic-
itly computes these trade-off parameters automatically.
Additionally, with minor modifications, it is possible to
incorporate non-quadratic kernel factors into this frame-
work as discussed in Section 6.3.

We now turn to the image penalty h(x, ρ) in (13), which
is quite different from existing image regularizers, and eval-
uate some of its relevant properties via the Theorems below
followed by further discussion and analysis.

Theorem 1 (Concavity). The penalty function h(x, ρ) is a
concave non-decreasing function of |x|.
Proofs will be deferred to the Section 7. See Fig. 2 for a

graphical illustration of the penalty function. Theorem 1
explicitly stipulates that a strong, sparsity promoting x

4. Because of boundary effects, technically ρ will depend on i;
however we omit this dependency to simplify notation.

Fig. 2. Plot of the penalty function h(x, ρ) with L = 1 (normalized).

penalty is produced by our framework, since concavity
with respect to coefficient magnitudes is a well-known,
signature property of sparse penalties [30]. Yet while
this attribute may anchor our approach as a legitimate
sparse estimator in the image (filter) domain, it does not
explain precisely why it often produces superior results
compared to more traditional MAP (or penalized regres-
sion) approaches, which also frequently possess a similar
attribute (e.g., �1 norm-based penalties). For this purpose
we must look deeper and examine how ρ modulates the
effective penalty on x.

First, for two values of the vector ρ, e.g., ρ1 and ρ2, we
use ρ2 
 ρ1 to denote elementwise ’≥’ with at least one
element where the inequality is strict. We also define the
function hρα :R+ → R as hρα (z) = h(z, ρ = ρα), with domain
z ≥ 0. Note that because h is a symmetric function with
respect to the origin, we may conveniently examine its con-
cavity/curvature properties considering only the positive
half of the real line.

Theorem 2 (Relative Sparsity). The penalty function
h(x, ρ) is such that:

1) For all ρ1 and ρ2, hρ2(z) − hρ1(z) → 0 as z → ∞.
Therefore, hρ1 and hρ2 penalize large magnitudes of x
equally.

2) Let ρ2 
 ρ1. Then if z < z′, we have hρ2(z)− hρ1(z) >
hρ2(z′)− hρ1(z′). Therefore, as z→ 0, hρ2(z)− hρ1(z) is
maximized, implying that hρ1 favors zero-valued coeffi-
cients more heavily than hρ2 .

4.2 Discussion
From a more intuitive standpoint, ρ represents a form of
shape parameter that modulates the concavity, or spar-
sity favorability, of the image penalty

∑
i h(xi, ρ). Moreover,

each element of ρ can be viewed as a measure of the rel-
ative quality of a given observation, with larger values
indicative of lower quality. This is justified by the fact that
larger values of some λl (meaning a higher noise level), or
small values of some ‖k̄l‖22 (meaning a more difficult, dis-
tributed kernel5), imply that ρl = λl/‖k̄l‖22 will be large.

5. For a given value of
∑

j klj, a delta kernel maximizes ‖k̄l‖22, while
a kernel with equal-valued elements provides the minimum.
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Thus we may conclude that the degree of sparsity promo-
tion in x is ultimately determined jointly by the quality of
the constituent observations.

More difficult cases (elements of ρ are all large) occur
for one of two reasons: (i) Either the underlying images are
really corrupted by complex, diffuse blur kernels and/or
high noise, or (ii) in the initial stages the algorithm has
not been able to converge to a desirable, low-noise, low-
blur solution. In both cases, it can be shown by analyzing
the variational expression for h that it becomes flat and
nearly convex. This represents a highly desirable adaptation
because it helps prevent premature convergence to poten-
tially suboptimal local solutions allowing coarse structures
to be identified accurately (structures which generally do
not require a highly sparse, non-convex prior to identify
per the analysis in [14]).

In contrast, for cases where at least one image has a small
ρl value, h(x, ρ) becomes highly concave in |x| (sparsity
favoring), even approaching a scaled (approximate) version
of the �0 norm. To see this, note that whenever ρl ≈ 0,
the log(γ + ρl) term associated with the l-th image will
dominate the variational formation of h(x, ρ) leading to the
approximation

h(x, ρ) ≈ min
γ≥0

[
x2

γ
+ log γ

]
+ constant ≡ log |x|. (16)

We then obtain a scaled approximation to the maximally-
sparse, non-convex �0 norm since

∑

i

log |xi| = lim
p→0

1
p

∑

i

(|xi|p − 1) ∝ ‖x‖0. (17)

Therefore, a single small element in ρ implies that the image
penalty will heavily favor sparse solutions, allowing fine-
grained kernel structures to be resolved.6

Crucially, the existence of a single good kernel/noise
estimation pair during the estimation process (meaning the
associated ρl is small) necessitates that in all likelihood a
good overall solution is nearby (otherwise ρl being small
would mean the cost function value is high). This remains
true even if some blur kernel/noise pairs associated with
other observations are large. Consequently there is now
relatively little danger of local minima with a non-convex
penalty since we presumably must be in the neighborhood
of a good solution.

The shape-adaptiveness of the coupled penalty function
is the key factor leading the algorithm to success in the
general case. Both the noise and blur dependency allow
the algorithm to naturally possess a ‘coarse-to-fine’ estima-
tion strategy, recovering large scale structures using a less
aggressive (more convex) sparse penalty in the beginning,
while later increasing its aggressiveness for recovering the

6. In brief, image blur decreases sparsity, hence a sparse prior is
needed to favor sharp images. However, blur also reduces image vari-
ance as pointed out in [14], which can cause marginally sparse priors
such as the �1 norm to actually favor the blurry solution in areas with
fine structure. Fortunately, the �0 norm and close approximations are
insensitive to changes in variance, hence they are indispensable for
resolving fine details.

Fig. 3. Image estimation quality under different SNR levels.

small details.7 This helps to avoid being trapped in a local
minima while recovering the blur kernel progressively.8

Finally, there is also a desirable form of scale invari-
ance attributable to the proposed cost function, meaning
that if x∗ and {k∗l } represent the optimal solution to (10)
under the constraint

∑
j klj = 1,∀l, then α−1x∗ and {αk∗l }

will always represent the optimal solution under the mod-
ified constraint

∑
j klj = α,∀l. Many previous models lack

this type of scale invariance, and the exact calibration of
the constraint (or related trade-off parameters) can funda-
mentally alter the form of the optimal solution beyond an
irrelevant rescaling, thus require additional tuning.

4.3 Illustrative Example
Interestingly, one auxiliary benefit of this procedure is that,
given a set of corrupted image observations, and provided
that at least one of them is reasonably good, the existence
of other more highly degraded observations should not in
theory present a significant disruption to the algorithm.
In principle, such images are effectively discounted auto-
matically, and each estimated ρl can be treated as a score
function.

As an example, consider the following empirical compar-
ison. We take one sharp image (the bridge image) from
Levin’s dataset [14], and generate blurry/noisy image pairs
for testing. The blurry image is generated by convolving the
sharp image with a motion blur kernel at 45 degrees and
with motion length of 5 pixels. The noisy image is gener-
ated by adding random Gaussian noise to the sharp image,
with different standard derivations. The image estimation
quality is measured with the Sum of Squared Difference
(SSD) metric as defined by [14]. Fig. 3 shows the image

7. We note that, even with this mechanism in place, using a multi-
resolution scheme can still be helpful for improving performance.
Hence we apply low-resolution results to initialize higher levels for
the results reported in Section 5, a standard practice in nearly all
deblurring algorithms we are aware of.

8. This phenomena is in some ways similar to certain homotopy
sparse estimation schemes (e.g., [5]), where additional hyperparame-
ters are introduced to gradually introduce greater non-convexity into
canonical compressive sensing problems, but without any dependence
on the noise or other factors. The key difference here with our method
is that penalty shape modulation is explicitly dictated by both the
noise level λ and the kernels kl in an entirely integrated fashion with
no heuristic hyperparameters involved.
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Fig. 4. Error bar plot: Comparison of Šroubek et al.’s method [23] and
ours on Levin et al.’s dataset [14].

estimation error curve using the blurry/noisy image pair
under different signal-to-noise-ratio (SNR) values for the
noisy image. As can be observed from Fig. 3, the estima-
tion error increases as the SNR decreases, but is generally
lower than the estimation error from the single blurry
image (dashed line in Fig. 3), implying that even highly
noisy images can still provide some useful information up
to a point. However, when the SNR dips below around
-15 or -20 dB, the image estimation quality of the algo-
rithm starts to maintain an almost constant error level,
which is at nearly the same level as when using the single
blurry image alone. This demonstrates that the inclusion of
a highly degraded (essentially junk) image does not sub-
stantially derail the algorithm, likely because of the role of
‘scoring’ different observations using ρl as discussed above.

The underlying reason why this desirable scoring phe-
nomena occurs becomes more clear upon closer inspection
of (10). Consider the case where we have a junk image yr,
meaning an observation that is either so noisy or so blurry
that it conveys almost no information regarding the true,
sharp x. The associated data fidelity term 1

λr
‖yr − kr ∗ x‖22

can be minimized in one or more of the following three
ways:

(i) λr can be increased.
(ii) kr can become a large, diffuse kernel allowing it to

convert virtually any x into yr (accounting for irrele-
vant scaling factors, this generally reduces ‖k̄l‖22 for
the reasons stated previously).

(iii) Or finally, x can be directly matched to yr (with kr
a delta kernel).

Both (i) and (ii) naturally cause ρr to increase. Moreover,
once ρr increases, log(ρr + γ ) converges to something like
a modestly large constant regardless of γ (because of
the logarithm), and therefore the effective image penalty
approximately satisfies

h(x, ρ) ≡ min
γ≥0

∑

l�=r

[
x2

γ
+ log(ρl + γ )

]
(18)

at every voxel. Thus, the estimation of x using all remaining
terms is more or less independent of the r-th observa-
tion. Provided that other images are of relatively high
quality, then some elements of ρ may be small while

Fig. 5. Recovered image and blur kernels of Šroubek et al.’s method [23]
and ours on {x1, b1}, i.e., the first image and kernels 1–4 from Levin
et al.’s dataset [14].

still maintaining a small value of
∑

l�=r
1
λl
‖yl − kl ∗ x‖22.

Moreover, zero-valued elements of x will naturally drive
h(x, ρ) towards minus infinity, and thus the overall cost
function can be reduced drastically to a large negative
value.

Alternatively, suppose (iii) occurs to some extent instead.
If x is at all matched to yr, then it generally cannot be
sparse and h(x, ρ) can only be reduced marginally. Hence it
is unlikely that the overall cost function will be minimized.
Consequently, the natural outcome of a junk observation is
a desirable form of image pruning as we have illustrated
in Fig. 3.

5 EXPERIMENTAL RESULTS

Using both synthetic data and real-world images, we now
compare our algorithm with several state-of-the-art multi-
image methods from Cai et al. [4], Šroubek et al. [23], Zhu
et al. [39] and Chen et al. [6] for blurry observations as well
as Yuan et al. [34] and Whyte et al. [28] on blurry/noisy
pairs.

5.1 Evaluation on Synthetic Data
We first use the standard test data collected by Levin
et al. [14] for evaluation, which consists of 4 images of size
255 × 255 and 8 different blur kernels, giving a total of 32
blurry images. The kernel sizes range from 13×13 to 27×27.
The blurry images, ground-truth images, and the ground-
truth kernels are also provided. Following the experimental
settings in [23], we construct multi-observation test sets
with L = 4 blurry images by dividing the whole kernel set
into two halves: b1 = {1 · · · 4} and b2 = {5 · · · 8}. In so doing,
8 multi-observation sets are generated for testing. We then
perform blind deblurring using different algorithms on
each set. We compare our method with the recent method
of Šroubek et al. [23], for which the matlab implementation
is publicly available.9

The Sum of Squared Difference (SSD) metric defined
in [14] is used for measuring the error between the
deblurred and ground-truth images. Results are shown
in Fig 4, where the proposed method generates deblur-
ring results that are significantly better on most of the

9. http://zoi.utia.cas.cz/files/fastMBD.zip
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Fig. 6. Uniform and non-uniform deblurring. (a) Blurry image pair [4]. (b) Results from Cai et al. [4]. (c) Results produced with Šroubek et al.’s
software [23]. (d) Our results.

test images. The recovered image and blur kernels from
both methods for the first test set are shown in Fig. 5.
Here we observe that some fine details of the sharp image
are not recovered by Šroubek et al.’s method (e.g., sand
and sweater textures are compromised). In contrast, our
approach can recover the blur kernels with high quality
without using any explicit sparse prior over the kernel
(the kernel will automatically become sparse if the mod-
ified curvature of the image penalty is advantageous).
By incorporating a sparsity prior over the kernel, which
must be distinguished from image sparsity, the results
can be further improved (results not shown). Overall, the
more refined kernel estimates obtained via the proposed
approach translate into more details recovered in the latent
images.

5.2 Evaluation on Real-world Images
Blind restoration using multiple observations is a ubiqui-
tous problem, with many potential applications. This sec-
tion investigates two common scenarios using real-world
images.

• Dual motion deblurring: The use of two motion-
blurried observations for joint blind deblurring [4],
[6], [21], [23], [39], and

• Blurry/Noisy pair restoration: The use a short-exposure
noisy and long-exposure blurry image pair for joint
restoration [28], [34].

We emphasis that the reason we evaluate under these
somewhat restrictive scenarios separately is primarily for
ease of comparison with previous state-of-the-art algo-
rithms that have been explicitly tailored for each specific
case. In contrast, our algorithm does not require any mod-
ification and can handle both tasks seamlessly in a unified
way, and is in this sense more practical.

Dual Motion Deblurring: For dual motion deblur-
ring, we compare with the multi-image methods proposed
by Cai et al. [4], Šroubek et al. [23] with parameters set
via consultation with the author, Zhu et al. [39] as well as
Chen et al. [6] on several different real-world images used
in previous deblurring work. We first evaluate the relative
performance on an image pair from [4] as shown in Fig. 6.
The results of Cai et al., Šroubek et al., and our method are
also shown in Fig. 6, with the estimated blur kernels dis-
played in the top-right corner of each image. We observe
that the kernel estimations from Cai et al. are probably too
sparse, as the recovered image suffers from severe ringing
artifacts. The deblurred image by Šroubek et al. suffers less
from ringing than that of Cai et al., although our result has
even fewer artifacts. While we do not have access to the
ground-truth kernel for real-world images, our kernel esti-
mation appears to be reasonable given the high quality of
the estimated sharp image.

Fig. 7 provides further comparison with Šroubek et al.
on an image pair from [23], as well as with a standard

Fig. 7. Dual motion deblurring results. (a) Blurry image pair [23]. (b) Results produced with Cho et al.’s software [7]. (c) Results produced with
Šroubek et al.’s software [23]. (d) Our results.
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Fig. 8. Dual exposure deblurring results. (a) Blurry/Noisy image pair [34]. (b) Results produced with Cho et al.’s software using the blurry image [7].
(c) Result from Yuan et al. [34]. (d) Our results.

single-image method from Cho et al. [7] as a benchmark.
The kernel estimates from Šroubek et al. appear similar to
those from Cho et al.; however, the associated deblurred
image has fewer artifacts. The kernels estimated from the
proposed method are more sparse than those of Šroubek et
al. and the deblurred image has less significant artifacts.

The method of Zhu et al. [39] attempts to refine the esti-
mated blur kernels from Šroubek et al. [23] via an explicit
sparsity penalty. Comparisons between Zhu et al., Šroubek
et al., and our approach on an image pair from [39] are
shown in Fig. 10. While the kernel estimates from Zhu
et al. are indeed more compact than those from Šroubek
et al., the accuracy is likely still below that of our method.
For example, some fine details such as the text on the
book cover are not properly recovered. One potential rea-
son for this is that the kernel refining step of Zhu et al.
relies purely on the kernels estimated via Šroubek et al.,
without using the observed data. Therefore, although the
estimated blur kernels do become less diffuse, they are
not necessarily consistent with the observed data, as any
error generated in the original kernel estimation step will
be inevitably transferred during the kernel refining pro-
cess. In contrast, our approach can implicitly determine the
proper kernel sparsity directly from the data without any
secondary rectifications or an explicit sparse prior for the
kernel; it therefore appears to be more reliable on these test
images.

Further results on another set of blurry images used by
Chen et al. [6] are shown in Fig. 11. Here we observe that
the kernels from Šroubek et al. [23] are perhaps not accurate
enough, as the final deblurred image has severe ringing

artifacts. The kernels estimated by Chen et al. [6] are more
accurate as the deblurred image has less ringing. However,
the recovered image appears blurry and over-smoothed. In
contrast, the recovered image by our approach is clean and
sharp without any visible artifacts.

Restoration from Blurry/Noisy Pairs: As mentioned
previously, our algorithm can be seamlessly applied to
images with differing types of degradation extending
beyond the typical dual-motion deblurring tasks, e.g.,
restoration based on blurry/noisy pairs. Although the exist-
ing dual-motion deblurring algorithms tested above are
no longer directly applicable, alternative approaches have
been specifically tailored to work only with a blurry and
noisy pair [28], [34], and hence provide a benchmark for
comparison.

We first compare with Yuan et al. [34] on the
blurry/noisy image pair previously used in their paper. The
results, including Cho et al.’s method [7] as a single-blurry-
image baseline, are shown in Fig. 8. Not surprisingly, Yuan
et al. can generate a restoration result that is of higher qual-
ity compared to the result obtained from a single blurry
image and Cho et al.’s algorithm. Yet the image recovered
via our approach is of relatively similar quality to that of
Yuan et al.; however, we emphasize that our method is at a
substantial disadvantage because it has no knowledge that
we are dealing with a blurry/noisy pair and it has received
no special design for this situation. It is also interesting to
point out that the blur kernel estimated for the noisy image
is a delta kernel as would be expected if the correct solution
were to be found. This reflects the strong generalization
ability of our method.

Fig. 9. Dual exposure deblurring results. (a) Blurry/Noisy image pair [28]. (b) Uniform deblurring results from Whyte et al. [28]. (c) Non-uniform
deblurring result from Whyte et al. [28]. (d) Our results.
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Fig. 10. Dual motion deblurring results. From top to bottom: (a) and (b) Blurry image pair [39]. (c) Results produced with Šroubek et al.’s
software [23]. (d) Results from Zhu et al. [39]. (e) Our results. Zoomed parts of the images from the left column are shown on the right.

Then we compare with two recent blurry/noisy
pair-based methods from Whyte et al. [28] using images
from their paper. Results are shown in Fig. 9. Note
that Whyte et al.’s non-uniform method does not pro-
duce a typical 2D kernel per the standard convolu-
tional model (1), and hence no blur kernel is shown.
Again, we observe that our algorithm, without resort-
ing to more complicated observation models or special

tuning, performs competitively with algorithms specif-
ically designed to work with a known blurry and
noisy pair.

Actually, the framework developed in this work can
be naturally extended to handle non-uniform blur (e.g.,
due to camera shake) to further enhance its ability, by
representing Hl using appropriate basis functions (e.g., pro-
jection/homography operator [25]) as we mentioned in our
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Fig. 11. Dual motion deblurring results. From top to bottom: (a) and (b) Blurry image pair [39]. (c) Results produced with Šroubek et al.’s
software [23]. (d) Results from Chen et al. [6]. (e) Our results. Zoomed parts of the images from the left column are shown on the right.

previous work [35]. The advantage of this generalization
can be observed from an example shown in Fig. 12.
It is shown that by using the non-uniform blur model,

the deblurred image has even fewer artifacts than the
result from our model with uniform blur assumption.
The kernel patterns recovered reveal that the actual
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Fig. 12. Uniform vs. non-uniform deblurring (a) Uniform deblurring
results (same as Fig. 6-(d)) (b) Non-Uniform deblurring results (c)
and (d) Non-uniform blur kernel patterns for the two blurry images
(Fig. 6-(a)). The recovered blur kernel patterns indicate that the blurs
of the two blurry images are actually non-uniform.

blurring effects for the two blurry images are spatially
variant.

6 ALGORITHM DETAILS

This section provides additional information regarding the
origins of the proposed cost function, as well as detailed
derivation of the associated update rules for minimizing
Algorithm 1. We conclude by discussing a simple modi-
fication of the algorithm to handle alternative blur kernel
penalty functions.

6.1 Cost Function Derivation
Here we provide a brief derivation of the cost function from
(8). Mathematically, the marginalization scheme described
in Section 3 requires that we solve

max
γ ,k,λ≥0

∫
p(y|x,k, λ)

∏

i

N (xi; 0, γi)dx

≡ min
γ ,k,λ≥0

yT
(
λI+H�HT

)−1
y+ log

∣∣∣λI+H�HT
∣∣∣

(19)

where � � diag[γ ], where the required integration involves
a standard convolution of Gaussians for which closed-form
solutions are available. It can be shown [30] using basic
linear algebra techniques that

yT
(
λI+H�HT

)−1
y = min

x

1
λ
‖y−Hx‖22 + xT�−1x. (20)

Plugging (20) into (19) we have

min
γ ,k,λ≥0

yT
(
λI+H�HT

)−1
y+ log

∣∣∣λI+H�HT
∣∣∣

= min
x,γ ,k,λ≥0

1
λ
‖y−Hx‖22 + xT�−1x+ log

∣∣∣λI+H�HT
∣∣∣

= min
x,k,λ≥0

1
λ
‖y−Hx‖22

+min
γ≥0

xT�−1x+ log
∣∣∣λI+H�HT

∣∣∣
︸ ︷︷ ︸

g(x,k,λ)

,

directly leading to (8).

6.2 Update Rule Derivation
Algorithm 1 from Section 3 is designed to minimize the
objective

L(x, {kl, λl}) =
L∑

l=1

1
λl
‖yl − kl ∗ x‖22

+ (n−m) log λl + g(x, {kl, λl}),
s.t. kl ≥ 0,∀l ∈ {1, . . . ,L},

(21)

where

g(x,k, λ) � min
γ≥0

L∑

l=1

m∑

i=1

[
x2

i
γi
+ log(λl + γi‖k̄l‖22)

]
. (22)

For this purpose we employ a majorization-minimization
technique by constructing upper bounds on some of the
terms embedded in g. This conveniently decouples relevant
factors and leads naturally to an alternating minimiza-
tion approach by iteratively solving a series of simple
subproblems leading to Algorithm 1.

To begin, we remove the minimization over γ from the
penalty term in L(x, {kl, λl}), resulting in a rigorous upper
bound, denoted L(x, γ , {kl, λl}), of the original cost function
since

L(x, γ , {kl, λl}) ≥ L(x, {kl, λl}), (23)

where equality is achieved whenever γ = γ opt. Therefore,
to minimize the original objective, we may instead min-
imize L(x, γ , {kl, λl}) over x, γ , kl, and λl for all l. This
can be accomplished via coordinate descent, meaning we
optimize one variable while keeping the others fixed.

x-subproblem: Isolating relevant terms, the latent image
x can be computed using the weighted least squares
problem

min
x

L∑

l=1

1
λl
‖yl − kl ∗ x‖22 + L

m∑

i=1

x2
i
γi
, (24)

where the optimal solution is given by the closed-form
solution

xopt =
[ L∑

l=1

HT
l Hl

Lλl
+ �−1

]−1 L∑

l=1

HT
l yl

Lλl
. (25)

Here Hl denotes the convolution matrix corresponding with
kl and � � diag(γ ).
γ -subproblem: With other variables fixed, the optimization
over each γi is separable and thus can be solved indepen-
dently via

min
γi≥0

L∑

l=1

[
x2

i
γi
+ log

(
λl + γi‖k̄l‖22

)]
. (26)
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Using the fact that

λl + γi‖k̄l‖22 = λlγi

(
1
γi
+ ‖k̄l‖22

λ

)
, (27)

we can rewrite (26) equivalently as

min
γi≥0

L∑

l=1

[
x2

i
γi
+ log γi + log

(
‖k̄l‖22
λl
+ γ−1

i

)]
, (28)

where the irrelevant log λl term has been omitted. Because
no closed-form solution for (28) is available, we instead
use basic principles from convex analysis to form a strict
upper bound that will facilitate subsequent optimization.
In particular, we use

zli

γi
− φ∗(zli) ≥ log

(
‖k̄l‖22
λl
+ γ−1

i

)
, (29)

which holds for all zli ≥ 0 when φ∗ is defined as the concave
conjugate [3] of the concave function φ(a) � log( ‖k̄l‖22

λl
+ α).

It can be shown that equality in (29) is achieved when

zopt
li =

∂φ

∂α

∣∣∣∣
α=γ−1

i

= 1
‖k̄l‖22
λl
+ γ−1

i

,∀i, l. (30)

Substituting (29) into (28), we obtain the revised γ -
subproblem

min
γi≥0

L∑

l=1

[
x2

i + zli

γi
+ log γi

]
, (31)

which gives the following update equation

γ
opt
i = xi

2 +
∑L

l=1 zli

L
. (32)

Although we can always cyclically update each γi and zli
until (26) is minimized, it is only necessary to update each
once to ensure that L(x, γ , {kl, λl}) is reduced.
k-subproblem: We will omit the subscript l to simplify
notation, recognizing that the following updates must
be repeated independently for all observations. Based on
(21) and (28), k can be optimized using the constrained
quadratic optimization problem

min
k≥0

1
λ
‖y−Wk‖22 +

m∑

i=1

log

(
‖k̄‖22
λ
+ γ−1

i

)
, (33)

where W is the convolution matrix of x. Because there
is no closed-form solution, we resort to similar bounding
techniques as before, adopting

‖k̄‖22vi − ψ∗(vi) ≥ log

(
‖k̄‖22
λ
+ γ−1

i

)
, (34)

where the bound holds for all vi ≥ 0 when ψ∗ is the concave
conjugate of the concave function ψ(α) � log( α

λ
+ γ−1

i ).
Similar to the z updates, equality (34) is achieved with

vopt
i = ∂ψi

∂α

∣∣∣∣
α=‖k̄‖22

= zi

λ
,∀i. (35)

Plugging (34) into (33), we obtain the revised optimization
problem

kopt = arg min
k≥0

1
λ
‖y−Wk‖22 +

m∑

i=1

vi‖k̄‖22 (36)

= arg min
k≥0
‖y−Wk‖22 +

∑

j

k2
j

( m∑

i=1

ziĪji

)
.

The second equality follows once we reincorporate bound-
ary conditions (see Section 3), meaning that ‖k̄‖22 �

∑
j k2

j Īji
is now an i-dependent quantity. This then reveals that (36)
possesses a standard, weighted �2-norm penalty on k. As a
simple convex program, there exist many high-performance
algorithms for solving (36).
λ-subproblem: As for k above, we omit the subscript l and
adopt a related bounding strategy for estimating the noise
level across all observed images. With other variables fixed,
the required optimization over λ is

min
λ≥0

1
λ
‖y− k ∗ x‖22 + n log λ+

m∑

i=1

log(
‖k̄‖22
λ
+ γ−1

i ). (37)

As there is no closed form solution, we use the bound

β

λ
− φ∗(β) ≥

m∑

i=1

log
(
β‖k̄‖22 + γ−1

i

)
(38)

which holds for all β ≥ 0 when φ∗ is the concave conju-
gate of φ(θ) �

∑n
i=1 log

(
θ‖k̄‖22 + γ−1

i

)
. Equality is achieved

with

βopt = ∂φ

∂β

∣∣∣∣
β=λ−1

=
m∑

i=1

‖k̄‖22
‖k̄‖22
λ
+ γ−1

i

. (39)

Plugging (38) into (37), we obtain

min
λ≥0

1
λ
‖y− k ∗ x‖22 + n log λ+ β

λ
, (40)

leading to the noise level update

λopt = ‖y− k ∗ x‖22 + β
n

. (41)

By iteratively cycling through each of the above subprob-
lems, we arrive at Algorithm 1. From a practical standpoint,
we also find that a multi-scale estimation scheme is bene-
ficial following nearly all recent deblurring work, e.g., [9],
[15], [23].

6.3 Extensions
The proposed framework is very general, and we can
easily place various, possibly structured sparse priors
over both x and k [29]. As a simple illustrative exam-
ple, we can replace the �2 kernel norm with ‖k‖pp and
0 < p < 2. Implementation is straightforward and only
requires incorporation of the additional bound

‖k‖pp ≤
∑

j

[
k2

j

φj
+

(
2− p

)

p

(p
2

) 2
2−p

φ

p
2−p

j

]
, (42)
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with equality if and only if φj = k2−p
j 2/p. The boundary

problem is not considered in here for simplicity; how-
ever, this can be easily handled using the previously
introduced diagonal indicator matrix Ī. More carefully
designed prior models for the kernel can also be incorpo-
rated, e.g., [8], [11], [12].

Note that although our framework nominally includes
a quadratic penalty on k, which in isolation would favor
a non-sparse kernel estimate, the coupling mechanism
intrinsic to our model provides a strong, sparsity-inducing
counter-effect allowing sparse kernels to be estimated
nonetheless if necessary. Simply put, when k becomes
sparse, while the ‖k‖22 factor may increase somewhat, there
is the potential to reduce the overall cost dramatically as a
consequence of Theorem 2 provided the sparse kernel can
yield a sparse image x. However, if no sparse image is pos-
sible, then a more diffuse kernel will be favored, which is
why the no-blur delta kernel is not a significant risk factor
for our algorithm.

7 PROOFS

This section will provide the proofs of the theorems given
in Section 4, which helps to understand further some
theoretical aspects of the proposed model.

7.1 Proof of Theorem 1
The proof follows by noting that each log(ρl + γ ) repre-
sents a concave, non-decreasing function of γ , and there-
fore the sum over l of these terms is also concave and
non-decreasing. Functions of the variational form minγ>0
z2/γ + f (γ ), where f (γ ) is a concave, non-decreasing func-
tion of γ can be shown to be concave functions of |z| via a
small extension of Theorem 3 in [30]. �

7.2 Proof of Theorem 2
Property (1) is very straightforward. As z → ∞, the
optimizing γ will become arbitrarily large regardless of
the value of ρ. In the regime where γ is sufficiently
large, the difference between the terms log(γ + ρ1

l ) and
log(γ + ρ2

l ) must converge to zero. It then follows that the
difference between the corresponding minimizing γ val-
ues, and therefore the cost function difference, converges
to zero.

For property (2), we will assume for simplicity of expo-
sition that for all l �= j, ρ2

l = ρ1
l , and that ρ2

j > ρ1
j .

The more general scenario naturally follows. We note that
it will always be the case that hρ2(z) − hρ1(z) for any z.
This occurs because for all γ , log(γ + ρ2

j ) > log(γ + ρ1
j ).

Therefore if

γ ∗2 � arg min
γ

z
γ
+ log(γ + ρ2

j )+ ψ(γ ), (43)

where ψ(γ ) �
∑

l�=j log(γ + ρl) (the superscript 1 or 2 is
irrelevant here since the values are equal), then

hρ2(z) >
z
γ ∗2
+ log(γ ∗2 + ρ1

j )+ ψ(γ ∗2 ) > hρ1(z). (44)

The minimizing value of γ ∗1 needed to produce the second
inequality will always satisfy γ ∗1 < γ ∗2 . This occurs because

γ ∗1 = arg min
γ

z
γ
+ log(γ + ρ1

j )+ ψ(γ )

= arg min
γ

z
γ
+ log(γ + ρ2

j )+ ψ(γ )+ log

(
γ + ρ1

j

γ + ρ2
j

)
.

The last term, which is monotonically increasing from
log(ρ1

j /ρ
2
j ) < 0 to zero, implies that there is always an

extra monotonically increasing penalty on γ , when ρ1
j < ρ2

j .
Since we are dealing with continuous functions here, the
minimizing γ will therefore necessarily be smaller. Using
basic results from convex analysis and conjugate duality,
it can be shown that the minimizing (γ ∗1 )

−1 represents the
gradient of hρ1(z) with respect to z (and likewise for γ ∗2 ),
and we know that this gradient will always be a positive,
non-increasing function. We may therefore also infer that
h′
ρ1(z) > h′

ρ2(z) at any point z.
We now consider a second point z′ > z. Because the

gradient at every intermediate point moving from hρ1(z) to
hρ1(z′) is greater than the associated gradients moving from
hρ2(z) to hρ2(z′), it must be the case that hρ1 increased at a
faster rate than hρ2 , and so it follows that

hρ2(z)− hρ1(z) > hρ2(z′)− hρ1(z′), (45)

thus completing the proof. �

8 CONCLUSION

By utilizing a novel penalty function that couples the
latent sharp image, blur kernels, and noise variances in
a theoretically well-motivated way, this paper describes
a unified multi-image blind deconvolution algorithm
applicable for recovering a latent, high-quality image
from a given set of degraded (blurry, noisy) obser-
vations, without any specific modifications for differ-
ent types of degradations. Moreover, it automatically
adapts to the quality of each observed image, allowing
higher quality images to dominate the estimation pro-
cess when appropriate. Experimental evaluations validate
the proposed method in different multi-image restoration
scenarios.

Several generalizations of our algorithm also hold
promise. Currently, translation mis-alignments between
observed images are already handled seemlessly since each
learned kernel can optimally adapt its position to com-
pensate for any shifts. For more complex mis-alignments
such as general rotations, we can either rectify the obser-
vations up to a translation before restoration [23], [33]
or potentially embed an alignment process directly into
Algorithm 1 using techniques similar to [19]. Actually, with
the non-uniform extension, the alignment and deblurring
can be achieved jointly, which offers much promise for han-
dling multi-image deblurring problem. Furthermore, some
of the analysis we conducted for blind deconvolution may
well apply to other related problems such as sparse dic-
tionary learning, convolutional factor analysis, and feature
learning. We will investigate these topics in our future
work.
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would also like to thank F. Šroubek for the help in produc-
ing some results of his method included in this paper. This
work was supported in part by NSF-China (61231016).

REFERENCES

[1] A. K. Agrawal, Y. Xu, and R. Raskar, “Invertible motion blur in
video,” ACM Trans. Graphics, vol. 28, no. 3, Article 95, 2009.

[2] S. D. Babacan, R. Molina, M. N. Do, and A. K. Katsaggelos,
“Bayesian blind deconvolution with general sparse image priors,”
in Proc. ECCV, Florence, Italy, 2012.

[3] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge,
U.K.: Cambridge University Press, 2004.

[4] J.-F. Cai, H. Ji, C. Liu, and Z. Shen, “Blind motion deblurring using
multiple images,” J. Comput. Phys., vol. 228, no. 14, pp. 5057–5071,
2009.

[5] R. Chartrand and W. Yin, “Iteratively reweighted algorithms for
compressive sensing,” in Proc. ICASSP, Las Vegas, NV, USA, 2008.

[6] J. Chen, L. Yuan, C.-K. Tang, and L. Quan, “Robust dual motion
deblurring,” in Proc. IEEE CVPR, Anchorage, AK, USA, 2008.

[7] S. Cho and S. Lee, “Fast motion deblurring,” in Proc. SIGGRAPH
Asia, New York, NY, USA, 2009.

[8] T. S. Cho, S. Paris, B. K. P. Horn, and W. T. Freeman, “Blur ker-
nel estimation using the Radon transform,” in Proc. IEEE CVPR,
Providence, RI, USA, 2011.

[9] R. Fergus, B. Singh, A. Hertzmann, S. T. Roweis, and
W. T. Freeman, “Removing camera shake from a single photo-
graph,” in Proc. SIGGRAPH, New York, NY, USA, 2006.

[10] K. Furuya and A. Kataoka, “Robust speech dereverberation
using multichannel blind deconvolution with spectral subtrac-
tion,” IEEE Trans. Audio, Speech Lang. Process., vol. 15, no. 5,
pp. 1579–1591, Jul. 2007.

[11] W. Hu, J. Xue, and N. Zheng, “PSF estimation via gradient
domain correlation,” IEEE Trans. Image Process., vol. 21, no. 1,
pp. 386–392, Jan. 2012.

[12] T. Kenig, Z. Kam, and A. Feuer, “Blind image deconvolution using
machine learning for three-dimensional microscopy,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 32, no. 12, pp. 2191–2204, Dec. 2010.

[13] D. Krishnan, T. Tay, and R. Fergus, “Blind deconvolution using a
normalized sparsity measure,” in Proc. IEEE CVPR, Providence,
RI, USA, 2011.

[14] A. Levin, Y. Weiss, F. Durand, and W. Freeman, “Understanding
and evaluating blind deconvolution algorithms,” in Proc. IEEE
CVPR, Miami, FL, USA, 2009.

[15] A. Levin, Y. Weiss, F. Durand, and W. T. Freeman, “Efficient
marginal likelihood optimization in blind deconvolution,” in Proc.
IEEE CVPR, Providence, RI, USA, 2011.

[16] W. Li, J. Zhang, and Q. Dai, “Exploring aligned complementary
image pair for blind motion deblurring,” in Proc. IEEE CVPR,
Providence, RI, USA, 2011.

[17] J. W. Miskin and D. J. C. MacKay, “Ensemble learning for blind
image separation and deconvolution,” in Proc. Adv. ICA, 2000.

[18] J. A. Palmer, D. P. Wipf, K. Kreutz-Delgado, and B. D. Rao,
“Variational EM algorithms for non-Gaussian latent variable
models,” in Proc. NIPS, 2006.

[19] Y. Peng, A. Ganesh, J. Wright, W. Xu, and Y. Ma, “RASL: Robust
alignment by sparse and low-rank decomposition for linearly cor-
related images,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 34,
no. 11, pp. 2233–2246, Nov. 2012.

[20] H. Pozidis and A. P. Petropulu, “Cross-correlation based mul-
tichannel blind equalization,” in Proc. 8th IEEE SSAP, Corfu,
Greece, 1996.

[21] A. Rav-Acha and S. Peleg, “Two motion blurred images are better
than one,” Pattern Recognit. Lett., vol. 26, no. 3, pp. 311–317, Feb.
2005.

[22] Q. Shan, J. Jia, and A. Agarwala, “High-quality motion deblurring
from a single image,” in Proc. SIGGRAPH, New York, NY, USA,
2008.

[23] F. Sroubek and P. Milanfar, “Robust multichannel blind
deconvolution via fast alternating minimization,” IEEE
Trans. Image Process., vol. 21, no. 4, pp. 1687–1700, Apr.
2012.

[24] Y.-W. Tai, H. Du, M. S. Brown, and S. Lin, “Correction of spatially
varying image and video motion blur using a hybrid camera,”
IEEE Trans. Pattern Anal. Mach. Intell., vol. 32, no. 6, pp. 1012–1028,
Jun. 2010.

[25] Y.-W. Tai, P. Tan, and M. S. Brown, “Richardson-Lucy deblur-
ring for scenes under a projective motion path,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 33, no. 8, pp. 1603–1618,
Aug. 2011.

[26] M. Temerinac-Ott et al., “Multiview deblurring for 3-D
images from light-sheet-based fluorescence microscopy,”
IEEE Trans. Image Process., vol. 21, no. 4, pp. 1863–1873,
Apr. 2012.

[27] D. Tzikas, A. Likas, and N. P. Galatsanos, “Variational Bayesian
sparse kernel-based blind image deconvolution with Student’s-t
priors,” IEEE Trans. Image Process., vol. 18, no. 4, pp. 753–764, Apr.
2009.

[28] O. Whyte, J. Sivic, A. Zisserman, and J. Ponce, “Non-uniform
deblurring for shaken images,” Int. J. Comput. Vis., vol. 98, no. 2,
pp. 168–186, 2012.

[29] D. P. Wipf, “Sparse estimation with structured dictionaries,” in
Proc. NIPS, 2011, pp. 2016–2024.

[30] D. P. Wipf, B. D. Rao, and S. S. Nagarajan, “Latent variable
Bayesian models for promoting sparsity,” IEEE Trans. Inf. Theory,
vol. 57, no. 9, pp. 6236–6255, Sept. 2011.

[31] D. P. Wipf and H. Zhang, Revisiting Bayesian Blind Deconvolution
[Online]. Available: http://arxiv.org/abs/1305.2362, 2013.

[32] L. Xu and J. Jia, “Two-phase kernel estimation for robust motion
deblurring,” in Proc. ECCV, Heraklion, Greece, 2010.

[33] L. Yuan, J. Sun, L. Quan, and H.-Y. Shum, “Blurred/non-blurred
image alignment using sparseness prior,” in Proc. IEEE ICCV, Rio
de Janeiro, Brazil, 2007.

[34] L. Yuan, J. Sun, and H.-Y. Shum, “Image deblurring with
blurred/noisy image pairs,” in Proc. SIGGRAPH, New York, NY,
USA, 2007.

[35] H. Zhang, D. P. Wipf, and Y. Zhang, “Multi-image blind deblur-
ring using a coupled adaptive sparse prior,” in Proc. IEEE CVPR,
Portland, OR, USA, 2013.

[36] H. Zhang, J. Yang, Y. Zhang, N. M. Nasrabadi, and T. S. Huang,
“Close the loop: Joint blind image restoration and recognition
with sparse representation prior,” in Proc. IEEE ICCV, Barcelona,
Spain, 2011.

[37] Y. Zhang and H. H. Asada, “Blind system identification of non-
coprime multichannel systems and its application to noninvasive
cardiovascular monitoring,” J. Dyn. Syst., Meas., Control, vol. 126,
no. 4, pp. 834–847, 2004.

[38] C. Zhou, S. Lin, and S. Nayar, “Coded aperture pairs for depth
from defocus and defocus deblurring,” Int. J. Comput. Vis., vol. 93,
no. 1, pp. 53–72, 2011.

[39] X. Zhu, F. Sroubek, and P. Milanfar, “Deconvolving PSFs for a
better motion deblurring using multiple images,” in Proc. 12th
ECCV, Berlin, Germany, 2012.

[40] S. Zhuo, D. Guo, and T. Sim, “Robust flash deblurring,” in Proc.
IEEE CVPR, San Francisco, CA, USA, 2010.

Haichao Zhang received the B.S. degree
in computer science from the Northwestern
Polytechnical University, Xi’an, China. He is
currently pursuing the Ph.D. degree with the
School of Computer Science, Northwestern
Polytechnical University. From 2009 to 2011, he
was with the Beckman Institute for Advanced
Science and Technology, University of Illinois
at Urbana-Champaign, Urbana-Champaign, IL,
USA, as a visiting student. His current research
interests include sparse modeling techniques

and their applications in image/video restoration and recognition tasks.
He received the ICCV 2011 Best Student Paper Award.



ZHANG ET AL.: MULTI-OBSERVATION BLIND DECONVOLUTION WITH AN ADAPTIVE SPARSE PRIOR 1643

David Wipf received the B.S. degree with high-
est honors in electrical engineering from the
University of Virginia, Charlottesville, VA, USA,
and the M.S. and Ph.D. degrees in electrical
and computer engineering from the University of
California, San Diego, CA, USA. For the latter,
he was an NSF Fellow in Vision and Learning
in Humans and Machines. Later, he was an NIH
Post-Doctoral Fellow at the Biomagnetic Imaging
Lab, University of California, San Francisco, CA,
USA. Since 2011, he has been with the Visual

Computing Group at Microsoft Research in Beijing, China. His cur-
rent research interests include applying Bayesian learning techniques
to sparse estimation and rank minimization with application to problems
in signal/ image processing and computer vision. He is the recipient of
numerous awards including the 2012 Signal Processing Society Best
Paper Award, the Biomag 2008 Young Investigator Award, and the 2006
NIPS Outstanding Student Paper Award. He is currently on the Editorial
Board of the Journal of Machine Learning Research.

Yanning Zhang received the B.S. degree from
the Department of Electronic Engineering,
Dalian University of Technology, Dalian, China,
in 1988, the M.S. degree from the School
of Electronic Engineering, and the Ph.D.
degree from the School of Marine Engineering,
Northwestern Polytechnical University, Xian,
China, in 1993 and 1996, respectively. She is
currently a Professor at the School of Computer
Science, Northwestern Polytechnical University.
Her current research interests include computer

vision and pattern recognition, image and video processing, and
intelligent information processing. Dr. Zhang was the Organization
Chair of the Asian Conference on Computer Vision 2009, and served
as the program committee chairs of several international conferences.

� For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


