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Abstract: In this work we use a MANET collection of mobile 

nodes. It reduce intrusion but cannot eliminate them. Intrusion 

detection in MANET is the task which can be related to the 

machine learning field. This work mainly feature reduction to 

get maximum accuracy and reduce the time overhead machine 

learning algorithms. The intrusion dataset is taken from 

standard NSL-KDD dataset. The genetic algorithm (GA) is 

replaced by Gravitational search algorithm (GSA) in this work 

which provide highest accuracy and consume less time in 

training the model. 

I. INTRODUCTION 

MANET is a very dynamic and continuously changing ad-hoc 

network, so to have a centralise monitoring on it is not 

possible. VANET is like MANET in which vehicles keeps on 

communicating with nearby vehicle and road side unit. It is 

highly dynamic in nature. To detect the intruder in it is  very 

challenging task. An intrusion detection system (IDS) monitors 

network traffic and alerts the system or network administrator. 

IDS may also respond to anomalous traffic by blocking the 

user or source IP address from accessing the network. [1] 

Some environments (such as the military tactical operations) 

have very stringent requirements on security, which make the 

deployment of security-related technologies necessary. 

Intrusion prevention measures, such as encryption and 

authentication, can be used in MANETs to reduce intrusions, 

but cannot eliminate them. For example, a physically captured 

node that carries the private keys may allow the defeat of the 

authentication safeguards. The history of security research has 

demonstrated that no matter how many intrusion prevention 

measures are used, there are always some weak points in the 

system [1][4]. In a network with high security requirements, it 

is necessary to deploy intrusion detection techniques. MANET 

IDSs, serving as the second wall of defence to protect 

MANETs, should operate together with prevention 

mechanisms (authentication, encryption etc.) to guarantee an 

environment with highsecure requirements. They should 

complement and integrate with other MANET security 

measures to provide a high-survivability network. However, 

most of today’s Intrusion Detection Systems (IDSs) focus on 

wired networks. The dramatic differences between MANETs 

and wired networks make it inapplicable to apply traditional 

wired ID technologies directly to MANETs. MANET does not 

have a fixed infrastructure. While most of today’s wired IDSs, 

which rely on real-time traffic parse, filter, format and 

analysis, usually monitor the traffic at switches, routers, and 

gateways. The lack of such traffic concentration point makes 

traditional wired IDSs inapplicable on MANET platforms. 

Each node can only use the partial and localized 

communication activities as the available audit traces. There 

are also some characteristics in MANET such as disconnected 

operations, which seldom exist in wired networks. What’s 

more, each mobile node has limited resources (such as limited 

wireless bandwidth, computation ability and energy supply, 

etc.), which means MANET IDSs should have the property to 

be lightweight. All of these imply the inapplicability of wired 

IDSs on the MANET platform. Furthermore, in MANETs, it is 

very difficult for IDSs to tell the validity of some operations. 

For example, the reason that one node sends out falsified 

routing information could be because this node is 

compromised, or because the link is broken due to the physical 

movement of the node. All these suggest that an IDS of a 

different architecture needs to be developed to be applicable on 

the MANET platform. 

Intrusion Detection in MANET's or adhoc networks is the task 

which can be related to machine learning field. The data set is 

available with NSL-KDD data for intrusion detection. On the 

basis of which forthcoming intruder whether that can be selfish 

node in the network, any malicious node or any Sybil node, 

can be detected as anomaly node. The dataset consists of 

previous history of intruders which are field names and their 

numerical values. This dataset is very large so dimensionality 

reduction has to be performed to select the best suitable 

features which gives highest accuracy and also consumes less 

time in training the model.  
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II. DATASET DESCRIPTION 

The NSL-KDD data set is the improvement over KDD’99 data 

set. The NSS-KDD data set has 42 attributes that are used in 

empirical study. In NSS-KDD data set duplicate instances 

were removed to get rid of biased classification results. Many 

numbers of versions are available of this dataset, out of which 

20% of the training data is used. Training data is identified as 

KDDTrain+_20Percent with a total number of 125973 

instances. The test data is identified as KDDTest+ and it has a 

total of 22543 instances. The number of attributes in each is 

42. With variations in number of instances, different types of 

configurations of the data set are available. Labelled attribute 

42 is the ‘class’ attribute which indicates that the given 

instance is normal connection instance or an attack. In table 1 

the description of KDD dataset attributes with class labels are 

shown. Out of 42, 41 attributes can be classified into four 

different classes as discussed below: 

 Basic (B) Features are the attributes of individual TCP 

connections. 

 Content (C) features are the attributes within a connection 

suggested by the domain knowledge 

 Traffic (T) features are the attributes computed using a 

two-second time window 

 Host (H) features are the attributes designed to assess 

attacks which last for more than two seconds. 

The dataset description table is provided in to appendix A.1. 

III. OPTIMIZED FEATURES SELECTION FROM DATASET 

The dataset has 42 attributes for each sample and not all 

samples contribute to accuracy due to either all zeros in the 

attribute or not defined values in that. Also some non relevant 

attributes are also provided with the data which may reduce the 

accuracy. So we need to find out them and remove those to 

improve the accuracy. For this purpose we rely upon 

gravitational search algorithm (GSA) which is a global meta 

heuristic optimization method  based on movements of planets 

in an orbit. Each planet attracts other with its gravitational 

force and force of attraction will be more for which mass is 

higher. Here the mass represents the accuracy in intruder 

detection for a particular set of attributes. As the time 

increases, the orbit gets longer and gravitational constant 

which is to be considered a constant so far will decay with time 

as in equation 3.1.  

𝐺(𝑡) = 𝐺0𝑒−𝛼𝑡/𝑇                            (3.1). 

G0 and 𝛼 are initialized at the beginning and will be reduced 

with time to control the search accuracy. T is the total number 

of iterations. These iterations are defined by user and 

maximum iterations changes from application to application. 

Within these iterations, the maximum accuracy for a chosen set 

of attributes must be attained and no more increase in accuracy 

should be there. In other words a saturation state of accuracy in 

these iterations should be obtained which means the system 

has attained and located the optimal set of attributes for which 

accuracy is maximum. GSA method does this task iteratively. 

The positions of agents in GSA are represented by binary 

digits. The 1 represents the attribute is chosen and 0 represents 

that attribute is  discarded. A total of 41 0's and 1's series 

represent the agent's positions. In an iteration, there are 20 

agents which have 20 set of 0's and 1's series. We calculate the 

accuracy for all those 20 different attributes combinations 

using SVM (Support vector machine) classification method 

and a matrix is generated for these 20 values. All agent's 

positions are updated by following equations: 

𝑥𝑖
𝑑(𝑡 + 1) = 𝑣𝑖

𝑑(𝑡 + 1) + 𝑥𝑖
𝑑(𝑡)      … (3.2) 

𝑣𝑖
𝑑(𝑡 + 1) = 𝑟𝑎𝑛𝑑𝑖𝑥𝑣𝑖

𝑑(𝑡) + 𝑎𝑖
𝑑(𝑡)     … (3.3) 

where 𝑥𝑖
𝑑(𝑡 + 1)  is the new agent's position for the next 

iteration and 𝑥𝑖
𝑑(𝑡)  is the present position. 𝑣𝑖

𝑑(𝑡 + 1)  is the 

new velocity of movement and 𝑎𝑖
𝑑(𝑡)  is the present 

acceleration. This can be further calculated as: 

𝑎𝑖
𝑑(𝑡) =

𝐹𝑖
𝑑(𝑡)

𝑀𝑖𝑖(𝑡)
… . . (3.4) 

𝐹𝑖
𝑑(𝑡)is the total force acting on ith agent calculated as: 

𝐹𝑖
𝑑(𝑡) = ∑ 𝑟𝑎𝑛𝑑𝑗𝐹𝑖𝑗

𝑑(𝑡)
𝑗∈𝑘𝑏𝑒𝑠𝑡

       … … (3.5) 

𝐹𝑖𝑗
𝑑(𝑡)Can be computed as: 

𝐹𝑖𝑗
𝑑(𝑡) =  𝐺(𝑡). (𝑀𝑝𝑖(𝑡) ×

𝑀𝑎𝑖(𝑡)

𝑅𝑖𝑗(𝑡)
+ 𝜀) . (𝑥𝑗

𝑑(𝑡)

− 𝑥𝑖
𝑑(𝑡))             … … . (3.6)             

𝑀𝑎𝑖(𝑡) is the mass of an agent which is normalised accuracy 

value for each agent. It is formulated as: 

𝑚𝑖(𝑡) =  
𝑓𝑖𝑡(𝑡) − 𝑤𝑜𝑟𝑠𝑡(𝑡)

𝑏𝑒𝑠𝑡(𝑡) − 𝑤𝑜𝑟𝑠𝑡(𝑡)
          (3.7) 

where 𝑓𝑖𝑡(𝑡) is the fitness value of each agent, 𝑤𝑜𝑟𝑠𝑡(𝑡) is the 

minimum accuracy value among all present agents and 𝑏𝑒𝑠𝑡(𝑡) 

is the maximum accuracy value.   
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The new updated position of all 20 agents as in equation 3.2 is 

used to check the accuracy for them. Another matrix is 

generated which stores the accuracy for all those new set of 

attributes. This process continues till all iterations are not 

finished. Finally the maximum accuracy indexed agent's 

position is considered as the optimal set of attributes. For these 

attributes only accuracy obtained considered as maximum 

accuracy. This way it reduces the overhead in classification 

and improves the time and test accuracy. Overflow pipeline for 

the work is shown in appendix A.2. 

IV. RESULTS 

In our work we have proposed a comprehensive study on the 

application GSA (Gravitational Search Algorithm)optimization 

algorithm for feature reduction for making a better intrusion 

detection system (IDS). The proposed work is implemented in 

MATLAB R 2017a. A lot of inbuilt functions in MATLAB 

makes the use easier and saves our time to build our code from 

scratch, so we can use that time in problem solution of 

research. Dataset contains 125973 training data set and 22543 

testing data set with total 41 features having 3 symbolic 

features and output is categorised as types of attacks. We 

applied GSA to reduce number of features from feature table 

of training and testing dataset.  Now using SVM multi class 

classifier training data is used to create a training model and 

testing data is tested for predicted output labels using this 

trained model.  

We have divided our results in four cases depending upon type 

of attack. There are four major types of attacks i.e. Denial-of-

service (DoS), User to Root (U2R), Probing, and Remote to 

User (R2L) attacks. 

Case-1 Denial of Service (DOS) Attack 

In NSL-KDD dataset DOS attack is further categorised in six 

subtypes which are back, land, Neptune, smurf, pod and 

teardrop. We have compared performance of GSA based 

feature reduction with GA based feature reduction. Figure 4.1 

shows the GSA iteration curve which is settled at maximum 

accuracy after 40 iterations and this one is its convergence 

point. 

 

Figure 4.1: Iteration curve for DOS attack 

It is observed that proposed method has more accuracy, 

precision, recall, F measure, sensitivity and specificity for 

DOS type of attack. For some attack such as pod type DOS 

attack proposed method gives non-zero value as against 

standard GA method. 

Case-2 Probe Attack 

Probe attack is further subcategorized as 4 types namely 

ipsweep, nmap, portsweep and satan. The accuracy and F-

measure curve are shown in figure 4.2 and 4.3. 

 

Figure4.2 : Accuracy comparison between GA and GSA 

selected features for PROBE attack 
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Figure 4.3: F-measure comparison between GA and GSA 

selected features for PROBE attack 

It can be clearly checked that accuracy and F-measure are 

higher than GA for GSA. 

Case-3User to Root (U2R) Attack 

U2R attack is further subcategorized as 4 types namely 

bufferoverflow, loadmodule, perl and roortkit. 

 

Figure 4.4: Accuracy Comparison for U2R attack 

Case-4Remote to User (R2L)Attack 

R2L attack is further subcategorized as 8 types namely 

ftpwrite, guesspasword, imap, multihop, phf, spy, warezclient, 

warezmaster. 

 

Figure 4.5: Accuracy Comparison for r2L attack.  

In this case the proposed optimization gives better accuracy 

than all other cases. The improvement is higher. 

V. CONCLUSION 

MANET provide safety from the  attacks. Machine learning 

field provide the solution of this problem. This work used 

public available NSL-KDD dataset which is modified and 

filtered version of KDD cup dataset. The work provided great 

accuracy and consume less time as compared to previous one. 

GSA is used only for those features which actually takes part 

in attack detection .The older one use the GA(genetic 

algorithm) but in this we use GSA(gravitational search 

algorithm) which results 97% accuracy in these attacks. GSA 

provide 53%  more accuracy than the GA. 
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Appendix A.1. 

Table A.1. Classwise detail of KDD data set attributes 
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Serial 

.no. 

Attribute 

name  

Serial 

no. 

Attribute name Serial 

no. 

Attribute name Serial 

no. 

Attribute name 

1 Duration  11 Num_failed_logins 21 Is_hot_login 31 Srv_diff_host_rate 

2 Protocol_type 12 Logged_in 22 Is_guest_login 32 Dst_host_count 

 

3 Service  13 Num_compromised 23 Count  33 Dst_host_srv_count 

4 Src_bytes 14 Root_shell 24 Serror_rate 34 Dst_host_same_srv_rate 

5 Dst_bytes 15 Su_attempted 25 Rerror_rate 35 Dst_host_diff_srv_rate 

6 Flag  16 Num_root 26 Same_srv_rate 36 Dst_host_same_srv_port

_rate 

7 Land  17 Num-file_creations 27 Diff_srv_rate 37 Dst_host_diff_srv_host_ 

rate 

8 Wrong_fragm

ent 

18 Num_shells 28 Srv_count 38 Dst_host_serror_rate 

9 Urgent  19 Num_access_files 29 Srv_serror_rate 39 Dst_host_srv_serror_rate 

10 Hot  20 Num_outbound_cmd 30 Srv_rerror_rate 40 Dst_host_rerror_rate 

 

Appendix A.2. 

Complete pipeline for the work progress 
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41 Dst_host_srv_rerror_rate 

42 Class 

 

Check output labels of testing data generated using trained model and 

compare it with original labels of testing data. 

1. Compare performance of proposed method with standard GA 

based feature reduced trained model output using performance 

evaluation parameters such as accuracy, sensitivity, specificity, 

precision, recall, F score. 

 Stop 

Start 

Make availability of NSL-KDD dataset for 

intrusion detection. 

Preprocessing of data includes separating attacks type. 

There are four types of attacks DOS, Probe, R2L, 

U2R.Randomly divide training and testing data in ratio of 

80:20 

 
Apply GSA algorithm to reduce no. of features of training 

and testing data 

Create training model using Support Vector Machine 

(SVM) classifier 


