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Abstract— India is a country having multiple languages. 

The states in the country are based on languages; the people 

speak in those regions. Each state may have multiple spoken 

languages. The literature in this country can be found in 

numerous languages which are so mixed with each other that 

we may not be even exactly count them. Each region has its 

own literature and that cannot be understood by some other 

region. Natural language processing (NLP) is a helping hand 

in this situation of so many gaps in these languages. NLP 

makes use of linguistics and the digital field of computer 

science is related to Artificial Intelligence. NLP is an area that 

provides a way for interface between a computer and a human 

through human language. The study in this field requires 

profound understanding in linguistics with computer science 

and also statistics. So this research is interdisciplinary in 

nature. Although research is going on in this field but still the 

solutions produced do not provide satisfactory results. It is due 

to the diversity of Indian languages and other challenges like 

unavailability of Natural Language Processing tools, 

unavailability of annotated corpora, absence of standards, 

ambiguity in conversion, unmatched word in target languages 

etc. The variation in these languages makes language 

conversion in some language sets easier. This paper discusses 

the challenges being faced by NLP researchers for Indian 

Language Conversions. 
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I. INTRODUCTION 

Languages that are spoken by people in their routine 
communication are called natural languages. The digital 
machines we call computers do not have the capability to 
understand these languages. They use computer languages 
which are not understandable to common people. NLP uses 
linguistics with its digitization helping hand computer science 
to make computers capable to get the meaning of natural 
languages. The computers and humans are separate in the sense 
that they do not have common set of languages though which 
they can directly communicate with each other. Each language 
uses a set of symbolic marks along with a set of rules when 
used in written.  

In India, the country’s national language is declared Hindi 
but commonly almost 100% business and other official 

documents use English language. On the other hand, the largest 
population of India is familiar with Hindi and uses it for day to 
day communication. Since, the states are created based on 
regional languages, so each state has its own regional language 
which is also declared as official language of that state. 
Therefore, on government side as well as in business sector, 
there is always some need of language to language translation 
needs. The manual process of these translations is very difficult 
and in this digital age it is impractical. Automating the 
translation process is the best practice. 

Digitizing the literature also creates a massive challenge 
due to the diversity of languages used in this literature. This 
languages related obstacle can be handled with the use of 
natural language processing. 

II. MACHINE TRANSLATION INVENTIONS 

An NLP system (Fig. 1) typically uses a computer system 
which takes input in one language, processes the language to 
convert it into target language and provides output in target 
language. 

 

 Various methods are available for machine based 
translation from one language to another. The output language 
may not be 100% correct output and so editing need to be done 
to remove inaccuracies. The translation process reads first 
language text as system-input; apply some set of methods on 
this input text and produces second language text as output 
text. A structural conversion method is popular to implement 
these translation systems in which a structure tree is generated 
from input words and it is then transformed to another structure 
tree related to the second language. The methods can adopt a 
procedure based on grammar rules or from one template to 
another template conversion. 

Source Language 

(Input) 

Processing 

(Conversion) 

Target Language 

(Output) 

Fig. 1 
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One such method is based on patterns of text presented by 
Koichi Takeda. This method uses a parse tree for conversion 
process which is structured conversion process. The parse tree 
of source language sentence is transformed to the 
corresponding target language tree. Structural conversion can 
be based on grammar rule conversion or based on one template 
to another template conversion. Another method takes at least 
one sentence as input and then consults the parsing table for 
next step. The inventors of this approach include: Lei Duan and 
Alexander Franz. The parser may perform a shift action or a 
reduce action. The shift action shifts next item from input 
string into intermediate data structure. Then it generates a new 
parse node which is associated with a lexical feature. Structure 
of the shifted input item obtained from a morphological 
analyzer. This new node is placed in the intermediate data 
structure. During reduce action; a grammar rule and its 
associated feature structure are manipulated. If it succeed a 
new parse node is obtained with the new feature structure. 
After success, an accept action is performed followed by 
rebuilding and structural analysis of the input. 

In another approach, probabilities or scores are assigned to 

different target language translations and highest scoring 

translations are used. The inventors of this approach include: 

Peter Brown, John Cocke, Stephen Della Pietra, Vincent Della 

Pietra, Frederick Jelinek, Jennifer Lai, Robert Mercer. The 

source text is converted to intermediate structured 

representation. These representations are processed to generate 

intermediate target structure hypotheses. Two different models 

are used to score these hypotheses. A language model assigns 

a score to an intermediate target structure. A translation model 

assigns a score to the source translation event. Both scores are 

combined to a combined score for every intermediate target 

structure hypotheses. The highest scoring target structure 

hypotheses are used to produce target text hypotheses. 

III. HOW NLP WORKS – AN INTERNAL VIEW 

NLP has to do a lot of work to get the required output. It 
works in phases; each phase performs a particular task and may 
provide its results to another phase. The processing starts when 
the user inputs textual information for processing. The input 
text is then cleaned to remove any unwanted symbols from the 
input text. We can call it noise. Noise is omitted to get the 
clean and clear text for further processing. The tokenizing is a 
process by which the text is further divided into individual 
words commonly called tokens. The text is processed and the 
words are separated using the existence of white spaces in 
between the words. The separated words can be stored in a list 
or array for further processing. 

The text is a set of words separated with white spaces. The 
words may be simple, but at the same time some words may be 
complex or composed words. These are the words that are 
made by the combination of two or more words together. The 
sub-words have their own meaning and when used in 
composite words, the composite word may have different 
meaning in different context. The very simple words that 
cannot be subdivided further are called morphemes. A process 
commonly named as morphological analysis has the task of 
finding the morphemes for each word in the text.  There are a 

number of approaches for doing morphological analysis. A 
common approach is named finite state transducer (FST). The 
technique is an accepted approach in NLP processing. It uses 
some data source such as a dictionary with additional 
information to perform its function successfully. The process 
takes the individual words as input and presents the stem words 
and attached modifiers as result. In common cases of natural 
language processing the stem words are used in further 
processing ignoring modifiers. 

The text is analyzed to get the meaning of each sentence or 
sub-sentence in the text. The job is performed by a process 
named syntax analysis also called parsing. This process 
provides logical meaning of the given text. It requires the 
sentence should be grammatically correct and the grammar 
rules are followed for it. The syntax analysis checks for the 
correctness of the textual sentence. The sentence is put into a 
structure that conveys the relationships among the component 
words in the sentence. For this purpose, it needs a dictionary 
and a set of rules of grammar. 

Finding the meaning of a language text is the most 
important and cumbersome processing task in NLP. This is 
done using a process named semantic analysis. It is the process 
which is an important helping hand in NLP to understand the 
meaning of a natural language sentence. To do the job, all the 
words in the text are read and each word is assigned with a 
logical role in the sentence as per the grammar rules. For this 
purpose, each word’s surrounded text is also analyzed. It is 
basically done to disambiguate the meaning of multiple 
meaning words. The logical structure of each sentence is 
analyzed to understand the proper meaning. To do the job 
perfectly, the process uses expanded forms of related lexicon 
and also the grammar. The lexicon in expanded form must 
have each word’s semantic definition in it to achieve the goal 
and grammar must have information about the use of semantic 
sub-parts. 

The sense of the textual context is understood using the 
process of discourse integration. The meaning of a sentence 
may be affected by the previous sentences in that context. The 
coming sentences are also affected. For example, in “it is 
awesome”, the word “it” refers to something that is not clean in 
this sentence. To find its meaning, the previous sentence or 
sentences need to be analyzed. This is the task performed by 
discourse integration process. Many theories are related to 
discourse processing. On the basis of these theories, some 
models have been implemented which presents a model of 
coherence. Some structural theories states that we can use 
structural units to model a discourse. Some other theories 
suggest the modeling based on intention or beliefs.  

The process of information extraction from given textual 
data is done by pragmatic analysis. It tries to find the actual 
meaning of text by using the structure set. It deals with social 
content and tries to analyze how it affects the interpretation of 
text. For example, the interpretation of the sentence “pick the 
bread” must be a request. It should not be interpreted as an 
order. The outputs of semantic analysis are used by pragmatic 
analysis and the interpretation is done using a particular 
context. The semantic analysis provides some object references 
which are used by pragmatic analysis to make use of actual 
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objects of that given context. This process does the job that the 
syntax and semantic analysis are not capable to do. The 
pragmatic analysis is capable to do the job that the other 
analyzers failed to perform. 

IV. CHALLENGES AND OPPORTUNITIES 

NLP research for Indian Languages is being done by 
researchers at individual level in the country. There are lots of 
challenges being faced by the researchers in NLP research 
area:  

A. NLP Tools Unavailable 

Natural Language Processing tools include dictionaries, 
lexicons, POS (Part-of-Speech) tagger, morphological 
generator etc. Unfortunately, these tools are not readily 
available for Indian Languages. The researchers have to initiate 
their work from scratch. IIT (Indian Institute of Technology) 
Bombay has developed Hindi WordNet as well as Marathi 
WordNet to help researchers. CIIL (Central Institute of Indian 
Languages) has also initiated efforts in the field.  

B. Annotated Corpora Unavailable 

Huge collection of machine readable written or spoken 
structured text is called corpora and the corpora that provide 
linguistic information is called annotated corpora. Although 
research is going on but still there is a problem of non-
availability of national archive of annotated corpora. It is due to 
the diversity of Indian languages which required great effort to 
develop corpora at that level. DOE (Department of Electronics, 
Govt. of India) in association with CIIL (Central Institute of 
Indian Languages) has started work in this field and developed 
corpora for major Indian languages. But still we are far away 
from the level of corpora of all Indian languages that we need 
to assist further research in Natural Language Processing. 

C.  Absence of Standards 

Technology requires standards for continuous research and 
development. In case of Natural Language Processing these 
standards must be at Font, Script and Input levels. Some of the 
drafts presented at these levels include: 

Font Level: ISFOC (“Intelligence based Script Font Code”) 

Script Level: ISCII (“Indian Script Code for Information 
Interchange”) and UNICODE 

Input Level: INSCRIPT (“Indian Script”) phonetic keyboard 
layout. 

But these are not final and fixed standards. 

D. Ambiguity in Conversion 

Sometimes it becomes difficult to fit a proper word in a 
sentence since the word may have multiple meanings. During 
syntactic analysis the ambiguity becomes difficult to overcome. 
For example, the sentence: 

“Mother is preparing food and watching TV serial”. 

In the above sentence the scope of the subject (i.e. Mother) 
is ambiguous. From machine’s perspective it is not clear that if 

Mother is only preparing food or she is watching TV serial or 
doing both these activities.  

Similarly, consider the popular sentence: 

“I saw a saw which could not saw”. 

The meaning of the word “saw” is different at different 
places in the sentence but it becomes ambiguous for the 
machine to understand the meaning. 

In such cases the easiest way is to present a list of 
alternatives to get user opinion. More research is needed to be 
done to solve such type of ambiguity during translation. 

E. Word Un-matching 

Sometimes while translating no proper matching word 
found in the target language. For example in Punjabi Language 
the word “Khaadha Peeta” needs much effort to be translate to 
English because there will be a single word in English and 
most other languages for these Punjabi word since they have 
collective meaning “Eat”. 

Similarly, the Punjabi words “Fer Milaange” can’t be 
directly translated word by word; its meaning is “bye” in 
English. 

Phonetics can be used to convert such words. 

F. Testing Difficulty 

The researchers made their full efforts to develop better 
alternative solutions for Indian language conversions using 
Natural Language Processing. But the absence of tools for 
Indian Languages makes it very challenging to test these 
solutions up to the level. Some limited set of sentences are used 
to test the solutions but the words or sentences that are rarely 
used in some language remain unchecked that rise to the 
problem in accuracy of these solutions.  

Black box testing of these solutions is an alternative by 
making the solutions open source. The code can be put on the 
web so that any number of users familiar with Indian languages 
can access and use it. Their opinions and suggestions can be 
accepted for improvement in the developed systems. 

V. CONCLUSION 

Natural Language Processing can play a great role in Indian 
Language conversions. The research work in language 
conversion is being done at regional level. Government sector, 
business sector and even public face difficulties to access 
information from different regions of country.  

Although research is going on in this field but still the 
solutions produced do not provide satisfactory results. It is due 
to the diversity of Indian languages and other challenges like 
unavailability of Natural Language Processing tools, 
unavailability of annotated corpora, absence of standards, 
ambiguity in conversion, unmatched word in target languages 
etc. So it requires more efforts to make the things better. 

The challenges in using Natural Language Processing for 
Indian languages conversions make the task difficult but not 
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impossible. The opportunities discussed may provide a 
gateway to overcome the problems and find better alternatives. 
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