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Abstract- Various methodologies of pattern matching have 
been used for forecasting of snow avalanche. Nearest 
neighbour was used to find the similar days with regards to 
the present day and forecast the avalanche situation for the 
present day based on the avalanche conditions for all the 
neighbouring days. Euclidean distance was used as a metric 
for finding the distance between the present day and past 
days. However instead of distance, the results of using 
similarity have been encouraging in pattern matching. Recent 
study has been found that used cosine similarity with nearest 
neighbour algorithm for avalanche forecasting. Present work 
focusses on developing a new version of the said model by 
also considering the change in the values of the parameter 
over 24 hours along with raw variables. This study has been 
conducted by using the snow and meteorological data of 
Bahang region of Himachal Pradesh in India. The forecasted 
results were compared with the observed avalanche situations 
and the accuracy of the model in terms of performance 
measures were obtained. 
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I. INTRODUCTION 

Use of nearest neighbour for finding similar days with 
regards to the present day has been observed in various 
avalanche prediction models. All these models are based on 
the concept that if an avalanche had occurred during a 
particular weather condition, then presence of similar weather 
conditions can lead to an avalanche. Usually Euclidean 
distance has been used as a distance metric for calculating the 
distance between the days and to find ten most similar 
days[1]–[5]. Depending on the avalanche condition on these 
ten days, it is decided whether the present day is an avalanche 
day. Application of nearest neighbour to find probability of 
avalanche was put forth by [6]. Initial attempts to use nearest 
neighbour for forecasting of avalanche were by [2], [7], [8]. 
Machine learning functions were used to improve the 
reliability of avalanche prediction by combining artificial 
intelligence techniques with NXD[9]. Model was suggested 
by taking variables at an interval 3 hrs instead of 24 hrs for 
avalanche forecasting model[10]. A model was put forth by 
[11] that used clustering techniques for the analysis of the 
nearest neighbours by using Mahalanobis as a distance metric 
between data vectors. Modifications were undertaken to the 
initial model to consider the application of explanatory or 

elaborate variable by [3]. Model was made to provide 
avalanche forecasts at a regional level by [1]. Other variants 
of nearest neighbour models were found at Scotland, France, 
British Columbia, USA and India[4], [5], [12]–[18]. 

According to [2],  “We are free to define the distance between 
two days (n-tuples) in whatever way suits our purpose and we 

choose the most common one: 𝑟2 = ∑ ∆𝑥𝑖
2

𝑖 ”. Majority of the 
avalanche forecasting models have used Euclidean distance 
as a distance metric. The basic working of Euclidean distance 
as a distance metric is that it calculates the distance between 
the present day and the historical days and those days which 
have the least Euclidean distance are considered as the closest 
day. A variant to the nearest neighbour model for avalanche 
forecasting has been put forth by [19] which uses the cosine 
similarity to find the closest day to the present day. This 
model considered only the raw data that was obtained from 
the station. Changes in weather condition due to time change 
were not included in the model. Present study uses cosine 
similarity with nearest neighbour model to find avalanche 
occurrence by taking into consideration the change in the 
values of parameters over a period of 24 hrs along with raw 
variables. 

 

II. INFLUENCE OF PREVIOUS DAY IN AVALANCHE 

FORECASTING 

In [19], the behaviour of the parameters was only considered 
by using raw values of parameters. The influence of the past 
weather conditions was not taken into consideration while 
calculating the neighbours of a particular day. For our current 
research, the parameters selected for the model are the 
combination of the raw variables and the parameters over a 
period of 24 hrs. Considering the parameters over 24 hrs help 
in forecasting as avalanches can also occur as the effect of 
change in the parameters over a period of time. For 
experimental purpose, the effect of snowfall over 24 hrs, 48 
hrs and 72 hrs were checked. However, for the region under 
study, consideration of change over 48 hrs and 72 hrs did not 
have any positive effect on the output of the model. The major 
reason for this was that the region used for study does not 
have high frequency of avalanches and as a result, 
consecutive days may not have similar weather conditions. 
Because of this, only the change in parameters over a period 
of 24 hrs was used for the current study 
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III. STUDY AREA AND DATA CHARACTERISTICS 

The present study has been conducted by using the snow and 
meteorological data of Bahang region in Himachal Pradesh. 
The area belongs to the Pir Panjal range which falls in the 
Lower Himalayan zone or the Sub tropical zone[20]. The 
frequency of avalanche activity for this region is low. Snow 
& Avalanche Study Establishment (SASE) had installed an 
observation station at Bahang (2192 m a.s.l) for obtaining the 
daily snow and weather data[21]. The rough geographical 
extent of this region is shown in Figure 1.  

The past records for 22 snow meteorological variables from 
year 2005 to 2013 for this region were archived in the 
database. These records were taken for the months of January 
to March. The Avalanche information for all these days was 

also stored in the database. The records for all the days were 
taken at 0830 hrs and 1730 hrs (both IST (GMT + 5.30)). The 
relation between humidity, wet temperature and dry 
temperature as defined by [22] was used to find the missing 
values. The values that were not acquired even after this 
process were distinctively marked. Total records of 812 days 
were used for the present study. Out of these 22 variables, a 
total of 9 variables were selected for the proposed work. 
These were selected based on their variation with regards to 
avalanche occurrence and are a combination of raw variables 
obtained from the weather station installed at Bahang and 
derived variables. The list of variables that were used for our 
current study are given in Table 1.

 

 

Figure 1: Study Area – Bahang (32.16.33, 77.09.03) 

Table 1: Snow Meteorological Variables Considered for present study 

Sr. No Variable Day/Time Unit 

1 Wet Temperature 0830 hrs (t) ºC 

2 Humidity in 24 hrs 0830(t-1)-0830 hrs (t) % 

3 Average Wind Speed in 24 hrs 0830(t-1)-0830 hrs (t) kmph 

4 Snow Height 0830 hrs (t) cm 

5 Snow Temperature 0830 hrs (t) ºC 

6 Fresh Snow in 24 hrs 0830(t-1)-0830 hrs (t) cm 

7 Snow Water Equivalent in 24 hrs  0830(t-1)-0830 hrs (t) mm 

8 Rate of Snow Fall in 24 hrs 0830(t-1)-0830 hrs (t) cm/min 

9 Snow Penetration 0830 hrs (t) cm 
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IV. FORECASTING ALGORITHM 

The proposed model finds the similar days by using cosine 
similarity to find the closeness between the days in 
combination with the nearest neighbour algorithm. The 
methodology applied in the proposed model is described in 
[19]. Cosine Similarity represents the cosine of the angle 
between the two vectors which has been very useful to find 
similar patterns in a dataset. If A and B are two vectors and 
Ai and Bi are its components respectively, then Cosine 
Similarity is given by 

  (1) 

The steps used for finding the avalanche forecast are as 
follows: 

1. Compute the Cosine Similarity between the present 

day and the each of the past days using equation (1). 
2. Arrange the past days depending on their cosine 

similarity value in the decreasing order i.e. higher the 

cosine similarity, closer is the past day to present day. 

3. Obtain the nearest neighbours to the present days by 

taking first 10 days from the order obtained in step 2. 

4. Find the avalanche occurrence situation for all the ten 

neighbours. 

5. Probability of avalanche occurrence p(A) is found out 

by  

𝑝(𝐴) =
𝑛𝐴

𝑁
  (2) 

where nA is the number of avalanche days present in 

the nearest neighbours and N is the total number of 

neighbours considered.  

6. If the probability of avalanche occurrence is greater 
than or equal to threshold value, then the present day 

is considered as an avalanche day. 

For our model, number of nearest neighbours considered are 
ten [8] and the threshold value is considered as 0.3 [7]. 
Depending on the present day, the output of our model can be 
0 (Non-avalanche Day) or 1(Avalanche day). This type of 
event is called as binary event [23]. The number of possible 
outcomes in case of binary events are given in Table 2. 

Table 2: Possible Outcomes for our model 

           Observed 

Forecasted 
Yes No 

Yes 
True Positive 

(a) 
False positive 

(b) 

No 
False Negative 

(c) 
True Negative 

(d) 

Total Outcomes (n) =a+b+c+d 

 

For the current study, the dataset is divided into training 
dataset and testing dataset. The model is trained for the 
training dataset and then the working of the model is observed 
by applying the model on the testing dataset. For our study 
purpose, the model was applied on three combinations of 
training and testing dataset. The application of the model on 
the various combinations of the testing and training dataset 
helps to understand the output of the model for different 
situations. The combinations of dataset are summarized in 
Table 3.  

Table 3: Combinations for Training and Testing Dataset 

Dataset 
No. 

Training Dataset Testing Dataset 

I Jan 2005 to 
March 2010 

Jan 2011 to 
March 2013 

II Jan 2005 to 
March 2011 

Jan 2012 to 
March 2013 

III Jan 2005 to 
March 2012 

Jan 2013 to 
March 2013 

 

V. PERFORMANCE MEASURES USED FOR THE CURRENT 

STUDY 

The results for all three combinations of training and testing 
dataset were evaluated by using performance measures[23]. 
These are the verification measure that focus on the 
correspondence between the observations and the forecasts. 
The performance measures used for this study are: Heidke 
Skill Score (HSS) and Proportion Correct (PC).  

Heidke Skill Score (HSS) is a skill score used frequently for 
summarizing squared contingency table[24]. HSS provides 
the fraction of the correct forecast after eliminating the 
forecast that have been correct by chance. HSS are better 
representative of forecast accuracy when the cases of “YES” 
events are comparatively less than “NO” events throughout 
the dataset[17]. HSS is defined as 

HSS =
ad−bc

(a+c)(c+d)+(a+b)(b+d)

2

  (3) 

Proportion Correct (PC) provides the proportion of the data 
sample that is a correct forecast for either kind i.e. 0 or 1 [12]. 
Hence is the ratio of summation of the proper forecasted YES 
events and proper forecasted NO events with regards to the 
total sample. It is defined by 

𝑃𝐶 =
𝑎+𝑑

𝑛
 (4) 

VI. RESULTS  

Nearest Neighbour Implementation using cosine similarity 
was implemented using the parameters mentioned in Table 1. 
The output for all the three combinations of the dataset was 
obtained. From the results, it is observed that for all the 
dataset combinations, the avalanche occurrence values are 
obtained properly by our model. This is seen as value for false 
negatives for all the dataset combinations is zero. However, a 
considerable number of false positives are observed in case 
of all the datasets. This implies that the model has 
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misclassified certain days to be avalanche days whereas in 
reality they were non – avalanche days. These values are also 
further reflected in our performance measures which provides 
the correctness of the model in terms of different metrics. 
Table 4 contains the performance measures values for all the 
combinations of training and testing dataset. 

Table 4: Consolidated Results for the model 

Data set No. PC HSS 

I 0.95572 0.385488 

II 0.966851 0.487252 

III 0.988889 0.851485 

 

For both the performance measures, the value for perfect 
forecast is 1. The values of Proportion Correct (PC) are 
encouraging as the model is able to provide correct forecast 
for more than 90% of the days that are present in the dataset. 
However, it can be seen from the HSS values, the working of 
the model in case of dataset I and dataset II is far from a 
perfect forecast. For dataset III, the value of HSS is 
encouraging. 

VII. CONCLUSION: 

Avalanche forecasting model that took into consideration the 
change in the values of parameters over a period of 24 hrs 
based on nearest neighbour algorithm along with cosine 
similarity was implemented. The accuracy of the model with 
regards to the performance measures was found to be 
encouraging. Compared to the model developed with raw 
variables, this model is providing better results. However, 
proper tuning of the model is required to eliminate the false 
positive values and provide better forecast. 
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