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Abstract - The amount of text that is generated every day is
increasing dramatically. This tremendous volume of mostly
unstructured text cannot be simply processed and perceived
by computers. Therefore, efficient and effective techniques
and algorithms are required to discover useful patterns. Text
mining is the task of extracting meaningful information
from text, which has gained significant attentions in recent
years. In this paper, we describe several of the most
fundamental text mining tasks and techniques including text
pre-processing, classification and clustering. Additionally,
we briefly explain text mining in biomedical and health care
domains.

In this paper we discussed about the text mining techniques
and its applications. Text mining is used to extract
interesting information or knowledge or pattern from the
unstructured texts that are from different sources. It converts
the words and phrases in unstructured information into
numerical values which may be linked with structured
information in database and analyzed with ancient data
mining techniques. There are many techniques used in text
mining such as information extraction, information retrieval,
natural language processing (NLP), query processing, and
categorization and clustering.

Keywords - Text mining, Natural Language, Natural
Language Processing

I. INTRODUCTION

Data mining technology helps to extract useful information
from various databases. Data warehouses turned out to be
doing well for numerical information, but unsuccessful
when it came to textual information. The 21st century has
taken us beyond the limited amount of information on the
web. This is good in one way that more information would
provide greater awareness, and better knowledge. Text data
mining refers to the process of extracting interesting and
non-trivial patterns or knowledge from text documents. As
text mining is extraction of useful information from text
data it is also known as text data mining or knowledge
discovery from textual databases. It is challenging issue to
find accurate knowledge in text documents to help users to
find what they want.

Nowadays most of the information in business, industry,
government and other institutions is stored in text form into
database and this text database contains semi structured
data. A document may contain some largely unstructured
text components like abstract additionally few structured
fields as title, name of authors, date of publication, category,
and so on. Text mining is a variation on a field called data

mining that tries to find interesting patterns from large
databases. The great deal of studies done on the modeling
and implementation of semi structured data in recent
database research. On the basis of these researches
information retrieval techniques such as text indexing
methods have been developed to handle unstructured
documents. In traditional search the user is typically look
for already known terms and

The text mining studies are gaining more importance
recently because of the availability of the increasing number
of the electronic documents from a variety of sources.
Which include unstructured and semi structured
information. The main goal of text mining is to enable users
to extract information from textual resources and deals with
the operations like, retrieval, classification (supervised,
unsupervised and semi supervised) and summarization
Natural Language Processing (NLP), Data Mining, and
Machine Learning techniques work together to
automatically classify and discover patterns from the
different types of the documents [1].

A. Challenging Issues - Complexity of natural language is
main challenging issue in text mining. The natural language
is not free from the ambiguity problem. One word may have
multiple meanings and multiple words can have same
meaning. The capability of being understood in two or more
possible ways means ambiguity. This ambiguity leads to
noise in extracted information. Ambiguity cannot be entirely
eliminated from the natural language as it gives flexibility
and usability. There are various ways to interpret one phrase
or sentence thus various meanings can be obtained.
Although a number of researches have been conducted in
resolving the ambiguity problem, the work is still immature
and the proposed approach has been dedicated for a specific
domain. It is challenge to answer what user wants as
semantic meanings of many discovered words are uncertain.

B. Process Of Text Mining -

i). Document Gathering In the beginning step, the
documents are collected that are present in numerous
formats. The document could be in form of word, Html,
CSS, PDF etc. [17].

ii). Document Pre Processing In this process, the given
document is processed for eliminating redundancies,
inconsistencies, separate words, stemming and documents
are ready for next step, and the stages performed as
follows[19], Tokenization: The given document is
recognizing as a string and identifying single word in
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document i.e. the given document string is distributed into
one unit or token.

Removal of Stop word: In this stage the removal of
common words like a, an, and, of, but etc. has been done.
Stemming: A stem may be a natural group of words with
very similar meaning. This method defines the base of the
particular word. There are two types of stemming method,
Inflectional and Derivational [21].

iii). Text Transformation Text document contains a
collection of words and their occurrences. There are two
ways for representation of such documents is Bag of words
and Vector space model.

iv). Attribute Selection This method leads to giving less
database space, minimal search technique by removing
irrelevant feature from input document. There are two
methods in attribute selection, Filtering and Worapping
methods [13].

v). Pattern Selection In this stage the standard data mines
process combines with the text mining process. Structured
database use the classic data mining techniques that resulted
from the previous stage. To identify the correctly interesting
patterns  representing knowledge based on some
interestingness procedures [3].

vi). Interpretation/ Evaluation In this stage measure the
result, this result can be put away or it will be used for next
set of sequence.

C. Issues In Text Mining - The main challenging issue in
text mining arises from the complexity of a natural language
itself. The natural language is not free from ambiguity
problem. Ambiguity means the capability of being
understood in one or more possible ways [4]. In a text
document one word can have more than one meanings and
one phrase or sentence can be interpreted in many ways
which directed to different meanings of statement. Here
some of the issues are discussed as follows,

i). Intermediate Form -Intermediate forms with variable
degrees of complexity are appropriate for different mining
purposes. For a domain-specific knowledge discovery task,
it is essential to perform linguistics analysis to derive a
sufficiently rich representation to capture the relationship
between the objects or concepts defined in the documents
[5]. However, this analysis method is computationally
expensive and often operates in the order of a few words per
second. It remains a challenge to envision how analysis can
be made more efficient and scalable for very large amount
text.

ii). Multilingual Text Refining - Although data mining is
basically language independent, text mining comprises a
significant language component. It is important to develop
text refining algorithms that process multilingual text
documents and it produce language-independent
intermediate forms [9]. Even though most text mining tools
emphasis on processing English documents, mining from
documents in other languages permits access to previously
unused information and offers a new host of chances [18]
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iii). Domain Knowledge Integration - Domain knowledge,
not provided for by any current text mining tools, can play
an important role in text mining. Specifically, domain
knowledge can be used as early as within the text processing
stage. It is interesting to explore how one can take
advantage of domain information to enhance parsing
efficiency and derive an extra compact intermediate form
[18]. Domain knowledge can also play a part in knowledge
distillation. In a classification or predictive modeling task,
domain knowledge helps to enhance learning/mining
efficiency and quality of mined knowledge.

Il. LITERATURE REVIEW
Literature Review
Table 1: Comparative Analysis of Information Extraction

Techniques
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No
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2 | ASurvey of Text Mining K-means, Kmeans AK-means algorithm gives thebetter accuracy
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uniformly sized clusters instead of clusters of
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This research paper they have used many
algorithms for clustering the document. Tn that,
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compared o other algorithms. But this algorithm
has some demerits. Researchers can enhance
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5 | Survey of Clustering Data Mining Cobweb

Techniques 23]

Table 4: Comparative Analysis of Categorization

Techniques

8.No | ResearchPaper Techniques Used Best Research Challenges
Name Technigue

1 Text Mining Naive Bayes Classifier, NaiveBayes | Supervised technique having all the input output patterns
Techniques-A KNN which are used to train the model, before it can be used to
Survey [4] classify the newly amived document.

2 Text Bayesian classifier, Decision Tree, KRN The perfomance of a classification algonthm 15 greatly
(Classification K-nearestneighhor(KNN), Support affected by the quality of data source
And Classifiers Vector Machines(SVMs), Newral Tnrelevant and redundant featwes of datanot ouly increase the
ASuvey[23] Netwarks, cost of mining process, but also reduce the Quality of the

resultin some cases.
One remarkable propaty of SVMs s that thelr ability 1o leam
can b independent of the dimensionality of the feature space.

3 Recemt Trendsin
Text Classification

KNN Bayedan Classification SVM,
Association Based Classification Tem

Techniques [3] Graph Model, Centroid Based
Classification.
Decision Tree Induction Neural Netwark
4 [AReviewof Rocchio’s Algorithm KNN Decsion | KNN To improve and explore the featire selection methods for
Machine Leaming | Tree. Naive Bayes, Artifidal Newsl better classification process and to reduce the iraining and
Algorithms for Network, Fuzzy Carrelafion, SVM, testing fime of classifier and improve the classification
Text-Documents | Genetic Algorithm accuracy, precision and re-call.
Classification [26]
5 Text Mining Naive Bayes, SVM, Decisontree ENN Training fime is relatively expendve and suffers from over

classifier, Rocchio’s Algorithm. KNN fitting by which itis not able to handle confinuous variable

well

Process, Techniques
and Toals:an
Overview [11]

I1l. PROPOSED SYSTEM

A. Text Mining Approaches - Text Mining Approaches
Text Mining or knowledge discovery from text (KDT)—first
introduced by Fledman et al. refers to the process of
extracting high quality of information from text (i.e.
structured such as RDBMS data, semi-structured such as
XML and JSON and unstructured text resources such as
word documents, videos, and images). It widely covers a
large set of related topics and algorithms for analyzing text,
spanning various communities, including information
retrieval, natural language processing, data mining, machine
learning many application domains web and biomedical
sciences.

i). Information Retrieval (IR): Information Retrieval is
the activity of finding information resources (usually
documents) from a collection of unstructured data sets that
satisfies the information need [44,93]. Therefore
information retrieval mostly focused on facilitating
information access rather than analyzing information and
finding hidden patterns, which is the main purpose of
textmining. Information retrieval has less priority on
processing or transformation of text whereas text mining
can be considered as going beyond information access to
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further aid users to analyze and understand information and

ease the decision making.

ii). Natural Language Processing (NLP):

Language Processing is sub-field of computer science,
linguistics which aims at
understanding of natural language using .Many of the text
mining algorithms extensively make use of NLP techniques,
such as part of speech tagging (POG),syntactic parsing and

artificial intelligence and

other types of linguistic analysis)

iii). Text Summarization: Many text mining applications
need to summarize the text documents in order to get a
concise overview of a large document or a collection of

documents on a topic.
iv). Unsupervised Learning Methods:

without manual effort.

V). Supervised Learning Methods: Supervised learning
methods are machine learning techniques pertaining to infer
a function or learn a classifier from the training data in order

to perform predictions on unseen data.

vi). Text Streams and Social Media Mining: There are
many different applications on the web which generate
tremendous amount of streams of text data. news stream
applications and aggregators such as Reuters and Google
news generate huge amount of text streams which provides

an invaluable source of information to mine.

vii). Opinion Mining and Sentiment Analysis: With the
advent of e-commerce and online shopping, a huge amount
of text is created and continues to grow about different

product reviews or usersopinions.

viii). Biomedical Text Mining: Biomedical text mining
refers to the task of text mining on text of biomedical

sciences domains.

B. Techniques In Text Mining - The techniques in text
mining from different areas such as information extraction,
information retrieval, natural language processing (NLP),
categorization and clustering. All these stages of text mining
process can be combined into a single workflow. Figure 1

shows the text mining techniques.

Information Extraction
Information Retrieval

Natural Language

Processing

Figure 1: Techniques in Text Mining
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Figure 2: Information Extraction

i). Information Retrieval It is used to identify the relevant
documents in a document collection which is matching a
user’s query. The most important application of information
retrieval system is search engine like Google, which identify
those documents on the World Wide Web that are relevant
to user queries or a set of given words [9]. It also refers to
the automatic retrieval of documents from document
collection. It deals with crawling, indexing documents and
retrieving documents. Information retrieval system used in
digital libraries, online document systems and search
engine. Information retrieval is deals with entire range of
information processing from data retrieval to knowledge
retrieval. Figure 3 explains about the information retrieval
system.

Information Retrieval

Relevant
System

Documents

Document

Collection

Figure 3: Information Retrieval

ii). Natural Language Processing (NLP) It is concerned
with interactions between computer and human (natural)
languages. NLP is related to the area of human-computer
interaction. NLP is the component of an Atrtificial
Intelligence (Al) [12]. It is used to analyze the human
languages so that computers can understand natural
languages as humans do. The approaches to NLP is based
on machine learning, a type of artificial intelligence that
examines and uses the patterns in data to improve a
program's own understanding [2]. The role of NLP in Text
Mining is to provide the systems in the information
extraction phase with linguistic data that they need to
perform their task. NLP includes the tasks [11],

o Part Of Speech tagging: It is used to classify the words
into categories such as noun, verb or adjective.
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e Chunking: It is also called as shallow parsing, used to
identify only the main grammatical elements in a sentence
such as noun phrases and verb phrases.

e Semantic Role Labeling: It is used to detection of
semantic arguments associated with predicate or verb of a
sentence.

e Language Model: It assigns a probability of sequence of
words by means of probability distribution. It provides
context to distinguish between words and phrases that sound
similar.

e Semantically Related Words: This is the task of predicting
whether two words are semantically related which is
measured using the WordNet database.

Docoments Preprocessor

a

DOS Taggimg

|

Semantic Tagging

L P Datehase

Figure 4: Natural Language Processing

iii). Categorization: The process of categorization is,
recognizing, differentiating and understanding the ideas and
objects to group them into classes. A category clarifies the
relationship between the subjects and objects of information
or knowledge [4]. Categorization is crucial in language,
prediction, decision making and in all kinds of
environmental interaction. It involves identifying the
important themes of a document by placing the document
into a predefined set of topics. Once the document is
categorized, a computer program can typically treat the
document as a “bag of words” [1]. It doesn’t attempt to
process the actual information as information extraction
does. Relatively, categorization process only counts the
words that appear in the document, and from the counts, it
identifies the significant topics that the document covers.
Categorization typically depends on a thesaurus for which
topics are predefined, and relationships are identified by
searching for broad terms, narrow terms, synonyms and
related terms. Categorization tools commonly have a
method for ranking the documents in order which
documents have the most content on a particular topic [23].
It can be used in a variety of application domains. Many
businesses and industries provide customer support or have
to be compelled to answer queries on a number of topics
from their customer. The main goal of categorization is to
classify a collection of documents into a fixed number of
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predefined categories. Each document may belong to more
than one class [16].

iv). Clustering - Clustering is a process of partitioning a set
of data or objects into a set of meaningful sub-classes, is
called clusters. This technique is used to group the similar
documents. The benefit of clustering is that documents will
seem in multiple subtopics, so ensuring that a useful
document will not be omitted from search results. A basic
clustering algorithm creates a vector of topic for each and
every document and measures the weights of how well the
document fits into each cluster [24]. Clustering technology
can be helpful in the organization of management
information systems, which can contain thousands of
documents.

There are many clustering methods available and each of
them may give a different grouping of a dataset.

Clustering methods can be classified into two categories
[22],

1. Hierarchical Methods

2. Non-Hierarchical Methods

Hierarchical Methods - Hierarchical clustering constructs
a cluster hierarchy or, in other words, a tree form of clusters
also called as Dendogram. Each cluster node contains child
clusters; relation clusters partitioned the points covered by
their common parent. Such associate approach permits
exploring data on completely different levels of granularity
[20]. These methods are divided into Agglomerative
(Bottom-UP) and Divisive (Top-Down) methods.

An Agglomerative clustering starts with one point clusters
and recursively merges two or more with most

Appropriate clusters. A Divisive clustering starts with one
cluster of all the data points and recursively splits the most
appropriate clusters. This process continues until the
requested number of clusters is achieved.

Non-Hierarchical Methods -The non-hierarchical methods
divide a dataset of N objects into M clusters, with or without
overlap. These methods are divided into partitioning
methods, in which the categories are mutually exclusive and
also the less common stamping methods [17]. Each object
may be a member of the cluster with most similar.

C. Proposed Work - Many research works contributed to
the field of IE through the use of various techniques. The
primary focus of these researches was to determine how
different text mining procedures can be utilized as the
structured data sets exist in the text document format. This
part begins with defining the topic of the research,
evaluating previous researches, and then major techniques
are applied using information extraction and text mining. In
order to determine the topic of each research area and to
develop an evolutionary and hierarchical connection
between these topics, [35] used the method of text mining.
Topics are presented through visualization tools. Moreover,
these tools are used in order to show the connection between
these topics and to offer interactive functions so that users
can effectively find the cross-domain topics and know the
trends of cross-domain research.
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IV. METHODOLOGY USED
Traditionally there are so many techniques developed to
solve the problem of text mining that is nothing but the
relevant information retrieval according to user’s
requirement. According to the information retrieval
basically there are four methods used
A. Term Based Method (TBM).
B. Phrase Based Method (PBM).
C. Concept Based Method (CBM).
D. Pattern Taxonomy Method (PTM).

A. Term Based Method - Term in document is word
having semantic meaning. In term based method document
is analyzed on the basis of term and has advantages of
efficient computational performance as well as mature
theories for term weighting. These techniques are emerged
over the last couple of decades from the information
retrieval and machine learning communities. Term based
methods suffer from the problems of polysemy and
synonymy[28]. Polysemy means a word has multiple
meanings and synonymy is multiple words having the same
meaning. The semantic meaning of many discovered terms
is uncertain for answering what users want. Information
retrieval provided many term-based methods to solve this
challenge.

B. Phrase Based Method - Phrase carries more semantics
like information and is less ambiguous. In phrase based
method document is analyzed on phrase basis as phrases are
less ambiguous and more discriminative than individual
terms[29]. The likely reasons for the daunting performance
include:

1) Phrases have inferior statistical properties to terms,

2) They have low frequency of occurrence, and

3) Large numbers of redundant and noisy phrases are
present among them.

C. Concept Based Method - In concept based terms are
analyzed on sentence and document level. Text Mining
techniques are mostly based on statistical analysis of word
or phrase. The statistical analysis of the term frequency
captures the importance of word without document. Two
terms can have same frequency in same document, but the
meaning is that one term contributes more appropriately
than the meaning contributed by the other term[34]. The
terms that capture the semantics of the text should be given
more importance so, a new concept-based mining is
introduced. This model included three components. The first
component analyzes the semantic structure of sentences.
The second component constructs a conceptual ontological
graph (COG) to describe the semantic structures and the last
component extract top concepts based on the first two
components to build feature vectors using the standard
vector space model. Concept-based model can effectively
discriminate between non important terms and meaningful
terms which describe a sentence meaning [35]. The concept-
based model usually relies upon natural language processing
techniques. Feature selection is applied to the query
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concepts to optimize the representation and remove noise
and ambiguity.

D. Pattern Taxonomy Method - In pattern taxonomy
method documents are analyzed on pattern basis. Patterns
can be structured into taxonomy by using is-a relation.
Pattern mining has been extensively studied in data mining
communities for many years. Patterns can be discovered by
data mining techniques like association rule mining,
frequent item set mining, sequential pattern mining and
closed pattern mining[32]. Use of discovered knowledge
(patterns) in the field of text mining is difficult and
ineffective, because some useful long patterns with high
specificity lack in support (i.e., the low-frequency problem).
Not all frequent short patterns are useful hence known as
misinterpretations of patterns and it leads to the ineffective
performance.

In research work, an effective pattern discovery technique
has been proposed to overcome the low-frequency and
misinterpretation problems for text mining. The pattern
based technique uses two processes pattern deploying and
pattern evolving[33]. This technique refines the discovered
patterns in text documents. The experimental results show
that pattern based model performs better than not only other
pure data mining-based methods and the concept-based
model, but also term-based models.

V. EXPERIMENTAL RESULTS
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VI. CONCLUSION

Text mining is the process of extracting non-trivial
information from unstructured text. It is an interdisciplinary
field involving computational linguistic and natural
language processing, information extraction, information
retrieval, machine learning and data mining. Text mining
process generates features from unstructured text followed
by applies mining techniques to discover knowledge. As
most information is stored in form of unstructured text, text
mining becomes essential to generate hidden useful
information and knowledge.

Data Mining is the important as well as active research area
helps to extract helpful patterns from the data. These
patterns generated facilitate decision making in industries.
Text mining is also crucial field that deals with unstructured
or semi structured data. In this paper we have delineated the
various text mining techniques such as Information
Extraction, Information retrieval, Natural Language
processing, Categorization and Clustering. And also we
have defined text mining processing flow, applications of
text mining and issues in text mining. Mining text in
different languages may be a major problem, since text
mining tools and techniques ought to be able to work with
several languages and multilingual languages. Integrating a
domain knowledge base with text mining engine would
increase its efficiency, especially within the information
retrieval and information extraction phase.
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