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Abstract
How can economists use qualitative evidence – such as archival materials, interviews, and ethnography –
to study institutions? While applied economists typically rely on quantitative evidence and statistical esti-
mation, many important aspects of institutions and institutional change appear in the form of qualitative
evidence. This raises the question if, and how, social scientists trained in quantitative methods can exploit
and analyze this evidence. This paper discusses two qualitative research methods that are both commonly
used outside of economics: comparative case studies and process tracing. Drawing on existing research
about crime and political revolutions, it discusses these two methods and how to implement them to
improve institutional analysis.
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1. Why care about qualitative evidence?

Economics is often defined by its method rather than by a substantive topic area. For instance, Dani
Rodrik writes, ‘economics is a way of doing social science, using particular tools. In this interpretation
the discipline is associated with an apparatus of formal modeling and statistical analysis’ (Rodrik, 2015:
7, see also 199).1 While many people studying institutions would disagree with this emphasis, this is a
common interpretation of contemporary economic research. In particular, the applied economics lit-
erature is now dominated by a focus on causal identification (Ruhm, 2019). The ‘credibility revolution’
is clearly a major advance in social science. However, the widespread emphasis on estimating causal
effects raises several important challenges for social scientists interested in understanding institutions
and institutional change. First, in the absence of a plausible identification strategy, it removes a sub-
stantial range of important questions from investigation, especially those associated with institutions.
Big questions – such as what caused the industrial revolution or long-term political and cultural
change (Kuran, 2012; McCloskey, 2016) – become difficult or impossible to study.2 Related to this,
if we rely only on quantitative data as evidence, then we must necessarily exclude many questions
from analysis. We simply lack the relevant data to many questions that we might care about.
However, there is sometimes a substantial amount of qualitative evidence available that can be useful
for adjudicating debates. We miss an opportunity to learn if we exclude this type of evidence from
analysis.

A second challenge raised from focusing exclusively on statistical identification is that there might
be multiple possible causal pathways that connect x to y. This is known in the methodology literature
as ‘equifinality’ (Gerring, 2012: 216). If so, then even a precisely estimated causal effect tells us only
about what happened but not necessarily about why it happened. For example, economists have

1Kirzner (2009) discusses the development of economics as it has grown from being topic-focused to more
method-focused.
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2Tilly (1984) discusses the methodological challenges of studying big structures, large processes, and huge comparisons.
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recently studied whether increasing the number of police officers on patrol causes a reduction in
crime. Using natural experiments that exogenously increase the number of police, studies find that
increasing the number of police officers does reduce crime (Draca et al., 2011; Klick and Tabarrok,
2005). Yet, these studies do not tell us much about why this happens. It might be that crime falls
because police are more visible to potential offenders, thereby deterring crime. Or, police officers
might be more proactive when there are more officers working nearby, making it more difficult to
shirk. There might be organizational economies of scale for how dispatchers distribute calls. These
quantitative studies do not distinguish between a variety of possible causal pathways. Of course, some-
times data are available that point to particular mechanisms and economists often attempt to use
quantitative evidence to identify causal mechanisms. However, qualitative evidence can also provide
information about possible causal pathways. In the case of police effectiveness, for example, we can
learn about mechanisms with surveys, interviews, and participant observation (Boettke et al., 2016;
Ostrom and Smith, 1976; Ostrom et al., 1978). Economists already occasionally use qualitative evi-
dence to pinpoint causal pathways (typically, informally during presentations), but they often do so
in ad hoc ways. Qualitative research methods can discipline the use of qualitative evidence to be
more systematic and rigorous.

A third problem that arises from the exclusive use of quantitative evidence is that it tends to exclude
‘thick’ concepts and theories from analysis. These are theories that are inherently complex, multifa-
ceted, and multidimensional (Coppedge, 1999: 465). Unlike ‘thin’ theories, their empirical predictions
are less straightforward to measure and test. The ‘more police, less crime’ hypothesis is a good example
of a thin theory. We can measure and count the number of police and the amount of crime in a fairly
straightforward way that captures what we mean when we think of ‘police’ and ‘crime’. But, not all
concepts and theories are so simple. In particular, institutions tend to be discussed in a far thicker
way. Even if we think of them simply as ‘rules of the game’, that opens a wide range of possible import-
ant attributes.3 Institutions can vary in many ways, including ranging from legal to extralegal, formal
to informal, centralized to decentralized, flexible to rigid, permanent to temporary, and fragile to
robust to antifragile. A good description of an institution must often be multifaceted and multidimen-
sional (see discussions and examples in Ostrom, 1990, 2005). It is also often not possible to accurately
or precisely measure variation in these characteristics. Taken together, these issues make it difficult or
impossible to reduce thick concepts – like institutions – to simple quantitative measures without losing
crucial parts of their meaning.

This is not an argument that all research should use qualitative evidence. Nor do I argue that we
should abandon any of the important methods used in statistical analysis.4 Instead, I argue that the
type of evidence that will be useful depends on the questions that we ask (Abbott, 2004).
Institutional research, in particular, regularly asks questions that would benefit a great deal from quali-
tative evidence. This is partly the case because institutional analysis often focuses on causal mechan-
isms more than on causal effects. The goal of many studies is to understand the mechanisms that give
rise to and sustain a particular organizational or institutional outcome (Greif, 2006: Ch. 11; Munger,
2010; Poteete et al., 2010: 35). Qualitative evidence is often well-suited for describing an institution’s
multifaceted and multidimensional characteristics. Moreover, by studying mechanisms (m), we can
discover which among several possible m connects x to y. This suggests that qualitative evidence
can be a valuable addition to empirical research, especially when studying institutions (Boettke
et al., 2013).

3There is some debate on how to best define and conceptualize institutions (Greif and Kingston, 2011). Scholars have like-
wise debated the most appropriate way to measure institutions (Shirley, 2013; Voigt, 2013).

4However, it is important to note that, like with any empirical method, causal identification cannot ‘prove’ causality with
certainty, but instead can only increase or decrease our confidence in estimated effects. Related to this, Ruhm (2019) discusses
limitations of causal inference, including the trade-off between the desire for precise estimates and the importance of the
research question. Deaton and Cartwright (2018) likewise discuss a wide range of limitations on the usefulness of randomized
control trials.
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In short, if we wish to say something about big historical questions, accurately identify causal
mechanisms, or engage thoughtfully with thick concepts and theories, then we should be more
open to engaging with qualitative evidence. This can include a wide range of materials, including writ-
ten records (such as constitutions, laws, statutes, company manuals, archival materials, private corre-
spondences, and diaries), interviews, surveys, participant observation, and ethnography. However,
most economists are not trained in how to use these types of evidence in a rigorous way. Rodrik
goes so far to say that the economics profession ‘is unforgiving of those who violate the way work
in the discipline is done’, and this sentiment might well apply to engaging with qualitative evidence
(Rodrik, 2015: 199). Nevertheless, social scientists in other disciplines care about many of the same
research design challenges as economists do. This paper discusses two common ways that social scien-
tists analyze qualitative evidence: comparative case studies and process tracing. While these methods
are commonly used in other social sciences, they are rarely used explicitly in economics. Nevertheless,
they provide a productive way to analyze qualitative evidence and to better understand institutions and
institutional change.

2. Comparative case studies

What is a case study?

To get a sense of how qualitative research methods work, it is helpful to think about a common con-
text in which they are used: case studies. A case study is ‘an intensive study of a single case or a small
number of cases, which draws on observational data and promises to shed light on a larger population
of cases’ (Gerring, 2017: 28). People sometimes conflate the distinction between the number of obser-
vations (n) and the number of cases (c) in a study. An observation is simply the unit of analysis in a
particular study. Many well-known economics papers are case studies. David Card’s study of the
Mariel boat lift is a nice example (Card, 1990). It is a single case (c = 1) that uses a large number
of observations (large-n). Both of the police–crime papers mentioned above are also large-n case stud-
ies (of London and Washington, DC). By contrast, a cross-sectional analysis of national GDP would be
a large-c study (with c = number of countries included) but might have only a few observations per
case. The best case studies tend to have only one or a few cases and many observations within each
case. Social scientists working within the case study tradition typically seek to maximize within-case
explanatory power. This sometimes comes at the expense of explanatory power across cases, which is
why external validity is one of the biggest weaknesses of case studies, regardless of whether it is based
on qualitative or quantitative evidence (Gerring, 2017: 244–245).

As noted, both quantitative and qualitative evidence can be used in case study research. However, to
be an ‘intensive’ study, case studies often benefit from the fine-grained evidence that qualitative evi-
dence regularly engages with. There are several reasons for this. First, adding qualitative evidence to
quantitative evidence expands the amount of potentially informative evidence. More types of evidence
can be used to increase our within-case understanding. Second, qualitative evidence can identify infor-
mation that is not easily quantified, so there are also different types of evidence available to inform our
explanation. Third, especially when studying thick concepts, it can allow for a more accurate and com-
plete understanding of institutions.

To return to the police–crime example, we could learn more about this relationship by collecting
several types of qualitative evidence (ideally both before and after the exogenous shock that increases
the number of officers working). We might survey or interview police officers about how they spend
their time on a shift or how they perceive the difficulty or danger of performing their jobs.5 Participant
observation in a police ride-along would provide the opportunity to learn more about what police
actually do and to discover unexpected explanatory factors (i.e. identify important omitted variables).

5Economists have sometimes avoided interviews because they fear that respondents will not answer truthfully. Yet, political
scientists (among others) have developed numerous experiments that allow us to elicit sensitive information that respondents
might be hesitant to state even in an anonymous survey or interview (Lyall et al., 2013).
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Observation could also help to confirm the accuracy of written reports and officers’ statements (redu-
cing measurement error). Many police departments have adopted body-cameras because this type of
qualitative evidence provides more and better evidence about what police actually do while on patrol.
Simply riding around in a cruiser would allow a researcher to see, feel, and hear what police are doing
‘on the ground’. This would potentially illuminate which mechanisms are most important for deter-
ring crime. For instance, it might be that certain types of police officers or policing tactics are more
important than others for reducing offending. In one ethnography, sociologist Peter Moskos worked as
a Baltimore city police officer for a year (Moskos, 2008). He found that police are often insufficiently
trained, suggesting that the experience level of the officers who are actually working is likely to be
important for deterring crime. He likewise found that there was a significant principal-agent problem
between police captains and shirking officers. This led captains to use the officer’s number of citations
and arrests as an indicator of effort, leading some officers to focus on relatively non-serious, high-
frequency violations, such as riding a bike at night without a light (Moskos, 2008: 140). This suggests
that police oversight and organization is important for understanding when more police actually does
reduce crime. In brief, some or all of these types of qualitative evidence would improve our under-
standing of the relationship between police and crime. Moreover, to the extent that the police–
crime hypothesis is a thin theory, the benefits from qualitative evidence are likely to be even greater
when studying the thick concepts and theories commonly found in the study of institutions.

Descriptive inference

Social science entails both descriptive inference and causal inference. Regardless of the type of evi-
dence used in pursuing social scientific explanations, the same general principles apply in thinking
about what makes for good propositions or hypotheses. In general, they should be logically consistent
and falsifiable. They are better when they apply to a broader set of phenomenon, have many empirical
implications, make novel predictions, receive substantial empirical support, and are consistent with
other established theories (Levy, 2008: 633). Philosophers Quine and Ullian (1978: 39–49) argue
that these characteristics determine the ‘virtuousness’ of a hypothesis. The same virtues hold true
regardless of whether the evidence used to test a proposition is quantitative or qualitative.

How can we make descriptive inferences with qualitative evidence? As with the virtues of hypoth-
eses, we do so by focusing on the same concerns and issues that concern us when making descriptive
inferences with quantitative evidence. Social scientists who work with qualitative evidence are keenly
aware of concerns about cherry-picking, anecdotes, and ad hoc claims based on a few, or biased,
sources of evidence. In Designing Social Inquiry: Scientific Inference in Qualitative Research (1994),
Gary King, Robert O. Keohane, and Sidney Verba provide a helpful introduction to how many social
scientists outside of economics use qualitative methods. The book is widely known outside of
economics and has more than 11,000 Google Scholar citations. The authors argue that there is a uni-
fied logic of inference that holds across both qualitative and quantitative evidence (see also Gerring
2017: 165). The general principles of good research design are the same. Description involves making
an inference from the facts that we observe to other, unobserved facts. This means that the sampling
process is crucial, and that it should be representative of the broader population of interest. It also
requires distinguishing between observations that are systematic and observations that are not system-
atic. We should therefore care about the sample size.

There are also some basic guidelines for thinking about the informational quality of different types
of qualitative evidence. Gerring (2017: 172) suggests five criteria: relevance, proximity, authenticity,
validity, and diversity. Relevant evidence speaks to the theoretical question of interest. It is pertinent.
Proximity means that the evidence is close to, or in a special place to inform, the research question. For
a study on urban policing, for instance, interviewing police officers and city dwellers would offer more
proximate evidence than interviewing a farmer working in an agricultural area. Authentic evidence is
not fabricated or untrue for some reason. Falsified police reports do not make for accurate description.
It is preferable to have valid, unbiased sources of evidence. For instance, homicide data tends to be the
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least biased crime data because there is less under-reporting and medical examiners have few incen-
tives to misreport. Likewise, choosing which police officers to interview (say, a representative sample
versus only rookies) will influence whether our descriptive inferences are biased. If one believes that
there is bias in the sampling process, it can often be accounted for. For instance, we know that sex
offenses tend to be under-reported, so inferences based on interviews should account for that bias
as much as possible. Finally, evidence from a diversity of perspectives, people, and methods can
allow triangulation if they tell a consistent story. If a victim, police officer, and a witness independently
report the same facts, then it should give us greater confidence than if we have only one report. These
five criteria provide a guide for assessing the usefulness of pieces of qualitative evidence.

Once we collect qualitative evidence and assess its usefulness, we must decide whether the sampling
process allows for an accurate descriptive inference. King et al. (1994: 63–69) give two criteria for judg-
ing descriptive inference (both of which will be familiar to economists): bias and efficiency.
Unbiasedness means that if we apply a method of inference repeatedly, then we will get the right
answer on average. If one interviews a biased sample of respondents, then the sample will do a
poor job of describing the population. For example, if we only interviewed police officers about the
quality of policing in poor and minority communities, then our evidence and descriptions would likely
be biased. Likewise, if we did ride-alongs to observe policing only in affluent neighborhoods, we could
not draw accurate descriptive inferences about policing behavior in poor communities. A better
research design, in this case a more representative sample, would improve our inferences by reducing
bias.

Second, we can judge descriptive inferences based on efficiency, the variance of an estimator across
hypothetical replications (King et al., 1994: 66). Ceteris paribus, the less variance, the better. But, we
might be willing to accept some bias if efficiency is greatly improved. This becomes important in con-
sidering whether to do an in-depth case study (small-c, large-n) or to collect only one or a few obser-
vations for many cases (large-c, small-n). King et al. (1994: 67) write, ‘although we should always
prefer studies with more observations (given the resources necessary to collect them), there are situa-
tions where a single case study (as always, containing many observations) is better than a study based
on more observations, each one of which is not as detailed or certain’. For example, we might be inter-
ested in knowing what crime is like in US cities. There are different ways to make inferences about this.
We could collect data on the rates of property and violent crime from the Uniform Crime Reporting
Statistics for the hundred largest US cities. Or, we could select a city that is typical or representative in
some way (perhaps based on past research or based on a look at the Uniform Crime Data) and collect
many additional observations within that single case. This could include interviewing a large numbers
of people (police officers, offenders, victims, residents, and shop keepers), spending several weeks on
police ride alongs, living in different parts of the city, going to crime hot spots at night, following the
local news, and attending city council meetings when crime is discussed. This would generate far more
observations about a single case and could give a more precise description of urban crime in American
than aggregate, national crime rates.

Causal inference

How can institutional economists working with qualitative evidence make causal inferences? One of the
most intuitive approaches is the use of comparative case studies based on a ‘most similar’ design. This is,
in a sense, attempting to mimic identification of causal effects with quantitative data. The goal is to select
cases where x varies, and as much as possible, holds constant other factors z, a vector of background
factors that may affect x and y and thus serve as confounders (Gerring, 2017: xxviii). If z is identical
across cases (and we can rule out reverse causality), then we have good reason to think that a change
in x is what caused an observed change in y. This makes it crucial to find cases where z is similar. A
deep and rich knowledge of a case helps a researcher to learn how similar z is across cases. If z does
vary, the small number of cases and intensive knowledge of the case can often allow a researcher to
determine to what extent these differences in z might actually explain variation in y.
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Comparative case studies based on a most-similar design take two common forms. First, ‘longitu-
dinal’ case studies focus on one (or possibly a few) cases through time. This research design requires
that there is within-case variation in x that would allow us to observe changes in y. Focusing on a sin-
gle case provides two advantages. It allows a researcher to accumulate a much richer and fine-grained
knowledge of the case than would be possible if studying a large number of cases. From this perspec-
tive, it is desirable for a researcher to have expert knowledge on the topic being studied. In a longitu-
dinal case study, z is also often more similar over time than it is when comparing across cases. For
example, in a study on urban policing, z might be more similar in St. Louis over time than z
would be in St. Louis compared to Chicago. Second, a ‘most-similar’ research design can entail com-
parison across two or more cases that are as close as possible on z but have variation in x. For instance,
one could study crime in St. Louis, MO and Kansas City, MO. They both are medium-sized,
Midwestern cities in the same state with similar local economies. By contrast, comparing cities that
are very different – such as a large urban city like Chicago, IL and a small town like Hope, MI –
would undermine this type of analysis because z varies a great deal across cases in ways that likely
affect the relationship between x and y.

In an article in the Journal of Political Economy, Peter Leeson provides an excellent example of how
to make causal claims based on comparative case studies (Leeson, 2007; see also, Leeson, 2009a, 2009b,
2010). He compares the internal governance in 18th-century pirate ships to the organizational form
found in merchant ships operating at the same time. These are useful comparison cases because
they are both seafaring operations, worked by the same types of sailors, traveling in the same waters,
at the same historical era, and have access to similar technologies. Leeson uses a range of qualitative
evidence to inform his comparisons, including written laws, information about de facto legal enforce-
ment, private written correspondence between merchants, accounts of pirate hostages, qualitative his-
tories of piracy, accounts from former pirates, and pirates’ own written constitutions (Leeson, 2007:
1052–1053). What Leeson discovers is that merchant ships were incredibly hierarchical and ship cap-
tains ruled in an autocratic way, often physically abusing their sailors. By contrast, pirate ships were
highly-egalitarian constitutional democracies and pirate captains rarely preyed on their sailors.

What explains variation in ship organization? Leeson provides a compelling argument that these
differences arise from differences in how they are financed. Merchant ships are financed by land-based
businessmen who were absent from daily operations. This absence created a serious threat of shirking
by merchant sailors and captains. To overcome the principal-agent problem, merchant captains were
given a stake in the profitability of the enterprise and great legal authority to use corporal punishment
to control the wage-based sailors on board. Pirate ships, on the other hand, did not face the problem of
an absentee owner. They stole their ships, so they were all co-owners and residual claimants. Since they
were also working onboard, each could monitor each other’s shirking. To prevent free riding, they
wrote detailed constitutions to empower pirate captains to lead effectively, but to constrain their
power so that it could not be abused. This included special rewards for pirates who gave the most effort
and the right to depose an abusive captain and to elect his replacement. Leeson’s paper is a useful
illustration of how to use economic theory to make causal claims with qualitative evidence because
it provides persuasive evidence that the type of ownership (x) varies across similar cases (z) to explain
variation in internal organization ( y).

Criteria for judging comparative case studies

Once we think of using qualitative evidence in this comparative way, it suggests several criteria for
assessing the plausibility of the causal claims that are made. Here, I present four ways of judging com-
parative case studies. First, one can question how close the cases match on z. The closer the match, the
more reliable the inference. The more dissimilar z is across cases, the more concern we should have
about confounders. When z varies across cases, the author should provide evidence on whether, and to
what extent, these differences undermine causal claims. For instance, Leeson’s hypotheses could not be
tested effectively by comparing 18th century piracy to recent Somalian piracy – which is organized and
operated in vastly different ways (Leeson, 2007: 1088–1089).
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In both descriptive and causal inference, careful attention must be paid to how the sample relates to 
a well-specified population of interest. All case studies should explicitly justify why particular cases are 
selected. Some cases are chosen because they are representative of some broader population. Other 
cases are chosen because they fit variation in the explanatory variables of a hypothesis we wish to 
test. Sometimes a case is chosen because it is a ‘least-likely’ case, which is helpful for testing the robust-
ness of some finding or relationship. For instance, Leeson’s study of pirates is a least-likely case to find 
the emergence of democracy and cooperation. Nevertheless, he finds that self-governance is possible 
even among history’s most notorious rogues, suggesting that cooperation can be robust to agent type.

Second, we can judge the plausibility of causal claims by noting where the variation in x comes 
from. Variation arises in several ways. In the most useful cases, x varies for random or exogenous 
reasons. For example, one challenge in studying the police–crime hypothesis is that more crime 
often causes more policing. Cities might hire more police in the face of rising crime rates. To get 
around the prob-lem of reverse causality, the two papers discussed above use natural 
experiments: an exogenous increase caused by changes in the ‘terror alert level’ (Klick and Tabarrok, 
2005) and by a terror attack itself (Draca et al., 2011), both of which increased the number of police 
on patrol but are likely to be uncorrelated with the rate of crime. Another helpful type of variation 
is when x varies both within-cases and across cases. This increases the number of opportunities to 
observe correlations that can inform causal claims. A slightly less helpful type of variation is when 
there is only within-case vari-ation in x. For example, in a longitudinal case study of the 
California prison system, I argue that growth in the size of the prison population caused the 
growth in prison gang activity (Skarbek, 2014). The change in x was not the result of an exogenous 
shock, and this raises concerns about endo-geneity. In response to this concern, I argued that there 
is no evidence to support the claim that an anticipated rise of prison gangs in the future somehow 
caused the earlier growth in the prison popu-lation (Skarbek, 2014: 47–72). Finally, when there is 
no within-case variation in x, one can simply compare across cases. However, with cross-case 
comparisons, a major concern is that some aspect of z differs across cases and it is the 
differences in z that actually explain variation in y across cases. For instance, prisons in Norway 
do not have prison gangs like those found in California. It might be that this is because they have 
a small prison population, but it could also be that officials provide better governance, more 
resources, or there are systematic differences in the corrections cul-ture (Skarbek, 2016). In sum, the 
nature of the variation itself is an important criterion for judging the quality of causal inferences 
based on comparative cases.

Third, we can be more confident in causal claims the more that one can increase the number of 
observable implications of a theory (King et al., 1994; Levy, 2008: 208–228). This increases our ability 
to subject a claim to both qualitative and quantitative evidence. This means that developing better the-
ory is an important way to improve the plausibility of claims based on qualitative evidence. Novel or 
surprising empirical implications are especially informative. Expanding the number of empirical 
implications for alternative explanations likewise provides more opportunities to assess the value of 
one’s own proposition versus competing explanations. Likewise, identifying empirical implications 
that can distinguish between theories is extremely useful. Compared to someone working with a 
large number of cases, deep knowledge of a particular case can often allow a researcher to observe 
more, and possibly more subtle, facts predicted by a theory. The more that an author identifies the 
most relevant alternative explanations and provides evidence on their empirical implications, the 
more confident we can be in the argument.

Finally, we can assess causal claims by focusing on what role, if any, potential confounders play. 
This can actually be easier with case studies because they are, by definition, based on an intensive 
knowledge of only one or a few cases. Moreover, the thick knowledge found in qualitative evidence 
can be highly informative. For instance, spending several 12-hour police shifts in a car with an officer 
can reveal much about their personal disposition, tact in interacting with the public, and how they 
perceive their job. This information cannot be easily entered into a data file, but it provides insights 
about the presence of potential confounders.
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One possible limitation facing comparative case studies is the lack of a sufficiently similar case to
compare against. However, recent advances at the intersection of qualitative and quantitative methods
provide a potential solution to this problem. In particular, the synthetic control method provides a way
to create a counterfactual case for comparison. It does so based on ‘the weighted average of all poten-
tial comparison units that best resembles the characteristics of the case of interest’ (Abadie et al., 2015:
496). Synthetic control is especially helpful when comparing across cases that focus on aggregate or
large-scale cases, such as regional economies, state-level crime rates, or national political institutions
(e.g. Freire, 2018). Because the treatment takes place on such a large scale in these types of cases, there
might simply be no untreated units to compare them to (Abadie et al., 2010: 493).6 Creating a syn-
thetic counterfactual helps to solve this problem. In fact, even when there are untreated units available
to study, they might still differ systematically in ways that undermine our ability to draw causal infer-
ences. Synthetic control can thus sometimes still provide a better comparison than any available
untreated units (Abadie et al., 2010: 494). This method also provides the additional advantage of pro-
viding transparency to other researchers about how the synthetic case is weighted and created in the
first place (Abadie et al., 2015: 494). Moreover, it can reduce the uncertainty involved in selecting
which case is the best one to compare with. This is, more broadly, part of a growing emphasis on
using quantitative methods to organize qualitative research, such as the use of algorithms for selecting
which cases to compare (Gerring, 2012: 118–128). Related to this, the synthetic control method pro-
vides a nice example of how to wed quantitative and qualitative research methods. The synthetic case
provides an estimate of a causal effect and qualitative evidence can help identify mechanisms.

3. Process tracing

Basic approach

Process tracing is another method that social scientists use to understand causal relationships. It is
substantially different from the most-similar method discussed in the previous section. Unlike com-
parative case studies, this case study method does not require a good counterfactual case. It is not try-
ing to mimic causal inference in the way that it is used in a potential outcomes framework (Mahoney,
2010: 124). It emphasizes collecting evidence to trace the unfolding of some event or process one step
at a time. The focus can be either on some recurring process within a case or on the unfolding of a
process in a single event. This makes process tracing an ideal method for understanding questions hav-
ing to do with institutional change and for understanding what factors sustain institutional outcomes.

There is no standard definition of process tracing, and one recent article actually counted 18 dif-
ferent definitions (Trampusch and Palier, 2016: 440–441). So with that caveat, here are a few of the
more common descriptions of process tracing.7 Collier (2011: 824) describes process tracing as ‘an
analytic tool for drawing descriptive and causal inferences from diagnostic pieces of evidence –
often understood as part of a temporal sequence of events or phenomena’. Bennett and Checkel
(2015: 6) describe process tracing as examining ‘intermediate steps in a process to make inferences
about hypotheses on how that process took place and whether and how it generated the outcome
of interest’. This method is frequently used by people interested in understanding causal and temporal
mechanisms so it is likely to be useful to people studying institutions and institutional change (Beach,
2016: 438; Falleti, 2016; Trampusch and Palier, 2016). For example, Lorentzen et al. (2017: 472)
explains that, ‘rather than trying to assess whether or not changes in X produce changes in Y, the
goal is to evaluate a particular mechanism linking the two’. This argument suggests that we can
view process tracing as a way to use quantitative analysis and qualitative evidence as complements
instead of substitutes.

6This same challenge is also a reason for examining variation in units at the subnational level (Giraudy et al., 2019).
7For a longer, thoughtful debate on how to conceptualize process tracing, see the ‘Causal Mechanisms and Process Tracing’

symposium in the Qualitative & Multi-Method (Spring/Fall 2016) newsletter and the symposium on ‘Process Tracing: the
understandings of causal mechanisms’ in New Political Economy, introduced by Trampusch and Palier (2016).
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There are three main components to process tracing. First, a researcher collects evidence that is
relevant to the case. This evidence is often referred to as ‘causal process observations’ (in contrast
to data matrices used in quantitative analysis that are often referred to in this literature as ‘data-set
observations’). A causal process observation (CPO) is ‘an insight or piece of data that provides infor-
mation about context, process, or mechanism, and that contributes distinctive leverage in causal infer-
ence’ (Mahoney, 2010: 124). Unlike in most-similar designs, these are not simply called ‘observations’
because each CPO might be a totally different type of evidence. As a result, there might not be a single
unit of analysis, and it will instead look more like a series of one-shot observations (Gerring, 2017:
159). The evidence for CPOs can come from both qualitative and quantitative sources. Second, the
CPOs are used to provide a careful description of the process or mechanism, with an emphasis on
identifying and closely tracing change and causation within the case (Collier, 2011: 823). Finally, pro-
cess tracing places a major emphasis on understanding the sequences of independent, dependent, and
intervening variables (Bateman and Teele, 2019; Collier, 2011). The goal is to ‘observe causal process
through close-up qualitative analysis within single cases, rather than to statistically estimate their
effects across multiple cases’ (Trampusch and Palier, 2016: 439). This requires accurately describing
each of these at points in time, which can eventually accurately describe the process over time.

Gerring (2017: 158) illustrates how process tracing works by dissecting one of the most famous
studies in political science: Theda Skocpol’s States and social revolutions: A comparative analysis of
France, Russia and China (Skocpol, 1979). In the book, Skocpol uses detailed historical evidence to
argue that social revolution occurs because of agrarian backwardness, international pressure, and
state autonomy. This argument informs major debates on institutions, including questions about
state capacity, political upheaval, social movements, and state-based governance. To show how
Skocpol uses her evidence as an example of process tracing, Gerring (2017) identifies 37 claims
based on Skocpol’s qualitative evidence that substantiate how these processes unfolded and led to revo-
lution (Figure 1). The arrows in the figure indicate causal linkages between particular CPOs. For
example, as interpreted by Gerring (2017: 158), Skocpol argues that agricultural backwardness
(CPO 4) was caused by the combination of three factors: property rights relations that prevented agri-
cultural innovations (CPO 1), a tax system that discouraged agricultural innovation (CPO 2), and sus-
tained growth that discouraged agricultural innovation (CPO 3). As a result, there was a weak domestic
market for industrial goods (CPO 5), which prevented France from having an industrial breakthrough
(CPO 8). The lack of an industrial breakthrough (CPO 8) meant that it could not compete with
England (CPO 10). In addition to lack of innovation, France failed to have sustained economic growth
(CPO 9) because of internal transport problems (CPO 6) and population growth (CPO 7). The failure
to have sustained growth (CPO 9) and the inability to compete successfully with England (CPO 10)
caused the state to have major financial issues (CPO 25). Combined with other factors, this helped
cause the outbreak of social revolution in France. While I will not discuss the remainder of the
CPOs in the figure, the full graphic illustrates how a broader argument can be marshaled with this
method. Historical evidence on a substantial number of empirical claims can support larger, historical
causal arguments.

This example of process tracing is clearly not an attempt to identify average treatment effects, or
even to discern causality based on a most-similar cases research design. Instead, process tracing
uses deep knowledge of a case to trace causality from changes in independent variables, through inter-
vening variables, leading to changes in the dependent variable. Social scientists working in this trad-
ition argue that the rich qualitative evidence can make it easier to observe causal relationships in the
evidence, compared to thin sources of quantitative data that provide far less detailed information.

To return to a crime example, I used process tracing to explain variation in jail-based extortion
based on the case of the Mexican Mafia prison gang in the Los Angeles County jail system
(Skarbek, 2011). The gang has a credible threat to harm Hispanic prisoners in the jail, but not prison-
ers from other ethnic backgrounds. With this threat, the gang is able to extort a portion of profits from
drug sales (called a ‘gang tax’) from non-incarcerated street gang members. The study draws on
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qualitative evidence, including law enforcement documents, interviews with prisoners and prison staff,
and criminal indictments.

Figure 2 provides a simple set of mechanisms that predict when someone will pay the gang’s extor-
tion demand. The theory predicts that a street-based drug dealer will pay the gang tax in two scenarios.
First, he will do so if he anticipates being incarcerated in the local jail and that members of the
Mexican Mafia can and will harm him if he has not paid (strong gang). Second, he will pay even if
he does not anticipate incarceration, if he has friends who are incarcerated who the gang can
harm. The article provides qualitative evidence for each step in this process, showing that when
these conditions are met, drug dealers do, in fact, pay the gang tax. This theory also suggests empirical
implications where jail-based extortion should not occur. In particular, drug dealers who do not
anticipate incarceration and who do not have friends incarcerated will not pay. If a drug dealer can
rely on a rival prison gang to stay safe from the Mexican Mafia, then he will not pay. If someone is
engaged in a legal business and does not anticipate incarceration (and furthermore can rely on police
for protection), he or she will not be targeted. The qualitative evidence supports these predictions as
well. Taking these propositions together, the evidence describes how the sequence of extortion (or not)
varies across a wide range of potential victims. The qualitative evidence shows that these intervening
variables are important and are consistent with the causal claim about what explains variation in the
dependent variable (paying gang taxes).

Assessing process tracing

There are two common ways for assessing how much confidence we should have in claims based on
process tracing. The first is similar to the above criteria for assessing comparative cases (see the section
‘Criteria for judging comparative case studies’). The evidence should provide substantial, useful

Figure 1. Example of process tracing
from Gerring (2017).
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information, the sampling procedure should prevent bias, and the evidence should adjudicate compet-
ing explanations. In addition, we should find an explanation more plausible if it can effectively explain
out-of-sample cases.

Second, recent methodology research proposes several tests for assessing how informative individ-
ual pieces of evidence are in testing a causal claim. The test are based on whether passing a test is a
necessary and/or sufficient condition for accepting the causal claim (Bennett, 2010; Collier, 2011;
Gerring, 2012; Mahoney, 2010). A hoop test is necessary, but not sufficient, for affirming a causal
inference. At a minimum, the evidence has to pass this test, but even if it does, it does not rule out
other plausible explanations. However, if the evidence fails the hoop test, then the causal claim is
unlikely to be true. In the example of jail-based extortion by a prison gang, there has to be a strong
gang in the jail for this hypothesis to be true. If the gang did not have a credible threat of violence, then
it cannot be the case that they use it to extort drug taxes. Such a finding would essentially refute the
claim. However, it might be that a strong prison gang receives payments for some entirely different
reason, such as organizing the trafficking of drugs into the country. So, finding that a strong gang
exists in the jail does not increase our confidence that much.

A smoking-gun test examines evidence that is not necessary for a causal claim to be true, but is
sufficient for affirming the causal claim. Contrary to the hoop test, failing a smoking-gun test does
not eliminate it, but passing it provides strong evidence that the causal claim is true. Passing a
smoking-gun test also substantially weakens rival explanations. For example, if we had
secretly-recorded phone conversations where prison gang members demanded that drug dealers
pay taxes or else be subject to violence (and perhaps evidence of them killing people who refused
to pay), then that evidence would pass the smoking-gun test (Skarbek, 2011: 708). It is sufficient to
show that the proposed mechanism is in operation. However, we could conceivably find other evi-
dence to support this claim, so this specific piece of evidence is not necessary.

Finally, a doubly decisive test is one that is both necessary and sufficient for affirming a causal claim.
Evidence that passes this test provides strong evidence for the causal claim and eliminates rival expla-
nations. Consider a plausible alternative explanation: the gang is simply providing a form of insurance
that drug dealers voluntarily buy to stay safe if incarcerated in the future. A key difference in these
mechanisms is whether people are forced to buy the insurance or not. Evidence that drug dealers
are forced to pay and harmed if they try to avoid doing so, would pass the doubly decisive test.
Evidence showing prison gangs use violence is necessary for the extortion mechanism to be true.
This evidence is perhaps not as compelling as phone-recorded conversations, but it might well be

Figure 2. Example of process tracing
from Skarbek (2011).
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sufficient to support the proposed mechanism. In addition, evidence of violence provides strong evi-
dence against the alternative explanation that it is merely a voluntary insurance scheme.8

To be sure, these ‘tests’ are far more subjective than standard statistical tests. First, the tests lack the
precision and decisiveness of formal tests. This makes it less clear whether some particular piece of
evidence passes the test or not. Second, a theory can be ambiguous in terms of which test is appro-
priate to apply to a particular piece of evidence. This raises the concern that people will disagree
over which test is appropriate for a particular piece of evidence. Nevertheless, these tests provide a
way to connect a theory to its empirical implications and to weight (ideally prior to observation)
how important particular CPOs are for substantiating causal claims.9

4. Conclusion

Even if one concedes that the best way to identify causal effects is with quantitative data and a good
identification strategy, qualitative evidence is still capable of complementing formal and quantitative
research in critical ways (Seawright, 2016; Trampusch and Palier, 2016). First, as discussed above, case
studies and process tracing can help us discover causal mechanisms that causal effects often overlook
or are unable to observe (Seawright, 2016: 73). Second, the use of qualitative evidence can sometimes
allow us to test assumptions that are typically untested when using only a single method (Lorentzen
et al., 2017: 473; Seawright, 2016: 1). For example, regressions are based on assumptions about meas-
urement, the absence of confounding variables, and post-treatment bias, which cannot usually be
tested with regression-type methods (Seawright, 2016: 14, 73). Qualitative evidence can inform the
soundness of these assumptions. For example, the deep knowledge of a case can allow a researcher
to develop, evaluate, or amend measurements and observe potential confounders (Seawright, 2016:
48–49, 73).

Process tracing and qualitative evidence can also complement the use of formal models. They both
often specify key actors, choices, and how their interactions affect outcomes.10 Both formal models and
process tracing often focus on understanding causal mechanisms (Lorentzen et al., 2017). Lorentzen
et al. (2017: 476) write ‘Even if the covariational pattern between a parameter and outcome fits the
model’s predictions, strong empirical support for the model requires evidence of the intervening causal
process implied by the model’. Detailed process tracing can provide evidence to answer this important
question (Lorentzen et al., 2017: 474). This is crucial for determining whether a specific model applies
in a particular situation. Of course, all models are simplifications, so some assumptions will not accur-
ately reflect reality. Rodrik (2015) argues that the focus should be on whether critical assumptions are
true. If not, then the model needs revision. If assumptions that are not critical to the analysis are false,
then this is not problematic. Lorentzen et al. (2017: 475) likewise argue that assumptions are only
problematic if they do not fit the empirical evidence and if changing them substantially changes
the implications of the model. Qualitative evidence and process tracing provide a way to test whether
a model’s assumptions are sufficiently accurate to help us understand the world.

In conclusion, I have argued that there is value in incorporating more qualitative evidence into the
study of institutions and institutional change. Qualitative evidence can help us understanding big his-
torical questions, identify causal mechanisms, and better test thick theories in the social sciences.
Social scientists working with qualitative evidence care about many of the same fundamental research
design challenges that economists doing quantitative work care about. In some cases, qualitative evi-
dence might not provide much helpful evidence. However, in many instances, qualitative evidence can

8A fourth, weaker test is the straw-in-the-wind test, which is evidence that is neither necessary nor sufficient for affirming a
causal inference. If the evidence is consistent with a hypothesis, then it affirms or slightly raises its plausibility. If it is not
consistent with the theory, then it slightly reduces the likelihood of the causal claim. Overall, it provides relatively little
information.

9Trampusch and Palier (2016: 449–450) recommend 10 steps to help improve process tracing in practice.
10Economists and political scientists have often studied institutions with ‘analytical narratives’ that combine game theory

and rich qualitative case studies (Bates et al., 1998; Gailmard, 2019; Greif, 2006).

420 David Skarbek



provide substantial explanatory value. Not all economists or all questions need to incorporate quali-
tative evidence, but there is a significant range of questions for which it would generate significant
benefits, especially in the study of institutions and institutional change.
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