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Abstract - In the current generation, diabetes is a common 

and chronic disease found in eighty percent of the people in 

India. In this regards, very sparse literature is there in study 
on diabetes in computer science field. In our proposed 

method, the study gives cost benefit analysis of the diabetes 

dataset of 768 instances. In this research paper, data mining 

algorithms are used for classification and recorded the error 

rates and time complexity of all the algorithms. It is proved 

that the ZeroR algorithm given in the short period of time 

taken only 0.01 seconds. For any further research on the 

same health care data analysis, ZeroR algorithm can be used 

for the faster outputs. 

 

I. INTRODUCTION 
Data mining nothing but knowledge discovery in data that 

the practice of dynamically finding the patterns from big 

data. The knowledge discovery applies mathematical 

algorithms for evaluation and to make subgroups of data. 

The application of data mining is producing the meaningful 

information  [6], big data analytics, tuned dataset or 

database to data mining tools. The risk factor for diabetes is 

the current research topic for researchers[1].  

 
Figure 1: Reasons for Diabetes 

 

II. LITERATURE SURVEY 

Noman Sohail e,al proved that k-means given 96% accuracy 

of classification[2]. The common symptoms of diabetes 

discussed in the research[3]. In the proposed research[4] 

found that in United States 30 million people are suffering 

from diabetes. Medical specialists can determine diabetes by 
FPG [1]. The objective of this research is to find the data 

mining algorithm to present the classification with accuracy. 

III. DATA SET 

The dataset is used for the proposed method is Pima dataset 

which is sponsored by NID [5].  It is having 768 instances 
and 8 classes. 

 

IV. EXPERIMENTS AND RESULTS 

Preprocessing is carried out for the dataset and the attributes 

are shown in the Figure 2.The algorithms used for 

classification is ZeroR, PART, OneR and JRIP classification 

algorithm. Figure 3 shows the cost analysis and 

classification ratio of positive and negative of healthcare 

care dataset tested using ZeroR  algorithm. Figure 4 shows 

the PART algorithm classification analytics and Figure 5 

shows the JRIP algorithm for classification [2]. 

 
Figure 2: Preprocessing of dataset 

 

V. CLASSIFICATION 

Table1: Comparison of classification models 
Method ZeroR PART OneR JRIP BestFirst 

Correctly 

Classifie

d 

Instances 

65.1042

% 

75.260

4 % 

71.48

44 % 

76.04

17 % 
71.224  % 

Incorrect

ly 

Classifie

d 

Instances 

34.8958 

% 

24.739

6 % 

28.51

56 % 

23.95

83 % 
28.776  % 

Kappa 

statistic 
0 0.439 

0.322

6 

0.453

8 
0.3492 
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Mean 

absolute 

error 

0.4545 0.3101 
0.285

2 

0.341

9 
0.3448 

Root 

mean 

squared 

error 

0.4766 0.4149 0.534 
0.423

9 
0.4277 

Relative 

absolute 

error 

100% 
68.224  

% 

62.73

98 % 

75.23

22 % 

75.8525 

% 

Root 

relative 

squared 

error 

100% 
87.041

8 % 

112.0

334 % 

88.93

3  % 

89.7294 

% 

Time 

taken 
0.01 Sec 

0.03Se

c 

0.02 

Sec 

0.05s

ec 
0.09sec 

 

 
Figure 3:  Cost estim ation graph of Zero R method 

 

 
Figure 4:  Cost estimation graph of PART method 

 
Figure 5:  Cost estimation graph of One R method 

 

 
Figure 6:  Cost estimation graph of JRip method 

 

 
Figure 6:  Cost estimation graph of Decision Table method 
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Decision Table: 

Stale search after 5 node expansions 

Total number of subsets evaluated: 43 

Merit of best subset found:   77.604 

Evaluation (for feature selection): CV (leave one out)  

Feature set: 1,2,4,9 
 

VI. CONCLUSION 

The aim of our research paper is to analyze the health care 

dataset for choosing the best data mining algorithm. In the 

proposed method we have used ZeroR algorithm, PART 

algorithm, OneR algorithm, JRIP algorithm for 

classification as well as cost analysis. Our study proved that 

the ZoroR algorithm classified the 768 instances within 0.01 

seconds. In the future work, we can use other health care 

dataset for the data using other data mining tools. 
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