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Abstract— Image fusion is the mechanism to customize 

the useful information from more than one image by 

combining them into one by means of some efficient 

technology. The fused image thus obtained has higher defined 

characteristics than any of the parent images. The parent 

images for image fusion technique are obtained by capturing 

images of some particular scene from numerous spatial and 

spectral views. The technique is to gather useful pixels from 

each of images and frame a single informative image. The 

studies related to several image fusion techniques are quite 

prevalent among researchers. Few of these researches are 

discussed briefly in this paper.  

Keywords- Image Fusion, Image Acquisition Approach, 

Processing Level. 

I. INTRODUCTION 

Image Fusion can be described as a technique that can be used 

to increase the information quality from the images group. 

This technique is used to obtain the required data image 

fusion [1]. This technique is used on different images 

captured by using different instrument modalities or capture 

methods for the similar object such as multiple-sensor, 

multiple-focal and multiple-modal images. For instance, 

while taking the multi-focus image, one or many objects can 

bring into focus in the specific image and on the other hand 

various objects in the scene can be taken into focus in 

different images captured. In remotely captured pictures 

either have good spectral data or have good geometric 

resolution [2]. Two modalities are widely implemented in 

health monitoring systems such as magnetic resonance 

imaging (MRI) and computed tomography (CT) scan. In CT 

scan, bones and hard tissues images are captured and 

considering the case of MRI, images of soft tissues in brain 

are captured and these images are important for determining 

the disease in the skull base [3]. So the above described 

images are complementary in various senses and single 

captured image is not sufficient to describe complete 

information. In order to fully exploit the information 

embedded in different images, integration of different features 

captured in various images by implementing the image fusion 

is very important [4]. After implementing the image fusion, 

an image produced is comprised of various features that are 

effectively captured in different images. Image fusion 

technique can be implemented in various fields as follow: 

medical and microscopic imaging, computer vision, robotics 

and remote sensing. 

First phase of image fusion [5] is pre-processing and in this 

step various images are collected together on one coordinate 

system for the image fusion to obtain the required and 

relevant object in which the common features of images are 

integrated in similar geometric configuration with respect to 

various parameters like size, position and orientation. Second 

phase of image fusion was combining together all the source 

images to produce the single image that is comprised of the 

selective features of various fused images. Next phase is to 

make sure that all the important characteristics in the images 

should be collected in finally obtained fused image. 

 

II. TECHNIQUES 

There are two groups in which this technique can be 

categorized [4, 6, 9]: 

 Categorization on the basis of acquisition of input 

images.  

 Categorization on the basis of processing level. 

A. Based image acquisition approaches: 

By using this approach the image fusion technique can be 

divided in four categories and these are listed below:  

a) Multi-sensor image fusion use all the source images 

taken from various sources and integrate them together. 

b) Multi-temporal image fusion use the source images 

obtained at different point of time and variation in 

various obtained source images can be identified or to 

obtain the original object’s image that was not clicked in 

appropriate point of time. 

c) Multi-focus image fusion obtains the 3D image by 

capturing the images from various focal lengths. 

d) Multi-view image fusion combines the images captured 

at same moment and at the same modality but taken from 

distinct viewpoints.  

B. On the basis of processing level  

Image fusion can occur at three distinct levels: pixel, decision 

and feature level [6]. 

a) Pixel level: In this level of image fusion, the integration 

process is taken place on pixel-by-pixel basis.  This 

produces a fused image where each pixel is comprised of 

mailto:engineernidhi@yahoo.com


IJRECE VOL. 7 ISSUE 1 (JANUARY- MARCH 2019)                 ISSN: 2393-9028 (PRINT) | ISSN: 2348-2281 (ONLINE) 

INTERNATIONAL JOURNAL OF RESEARCH IN ELECTRONICS AND COMPUTER ENGINEERING 

 A UNIT OF I2OR  791 | P a g e  

 

set of pixels collected from source images to raise the 

operational efficiency.  

Recently various image fusion techniques have been 

developed. Image fusion can be implemented in three 

different levels as follow: 

 Simple Image Fusion 

 Pyramid Decomposition Based Fusion 

 Discrete Transform Based Fusion 

b) Feature level: In this level of image fusion, objects 

obtained from various data sources have been 

recognized. In this type of image processing parameters 

of images are operated like size, shape, edge, pixel 

intensities or textures.  In pixel level fusion, operation is 

performed at pixel level and on the other hand in feature 

level fusion algorithms, operation is performed on the 

extracted feature of the source image. Before doing the 

operation on images it is required that images must be 

captured from the similar type of sensors so that same 

type of images are produced. In feature-level    

algorithms, images are segmented into contiguous areas 

and these areas are fused together by using its features. 

Characteristics of images to be used must be calculated 

individually from all the source images [7].   

c) Decision-level: It comprised of data integration on 

higher level of abstraction, integration of result from 

various different algorithms for creating final fused 

image. Source images are processed to obtain the desired 

information from the images. The decision rule is 

implemented on the extracted information to obtain 

complete information. This level of image fusion 

represents the images by symbolic representation. In 

Decision level fusion, the results are integrated from 

various algorithms in order to produce final decision 

taken for the image fusion. Obtained results from various 

algorithms are represented as confidence instead of 

decisions. This is known as soft fusion. If it not so then it 

would be called as hard fusion. Techniques used in 

decision fusion must comprise voting technique, 

statistical method and fuzzy logic based techniques. 

III. LITERATURE SURVEY 

Duo Zhang et al. [3] (2018) In this work for the multi-source 

images a cognition-based image fusion paradigm was 

proposed. For the targets and the scene the fusion procedure 

was directed through the prior information that implies human 

deep understandings. The image fusion was made more free 

and reliable by applying different rules of fusion for contents 

of diverse importance. For the visible and infrared images the 

image fusion tests were performed. Among the region based 

fusion paradigms the fusion outcomes were compared. On the 

basis of the content cognition both the simulation results and 

image fusion quality indexes illustrate the superiorities of the 

fusion paradigm. 

 Ajith Abraham et al. [4] (2018) In this paper the author had 

illustrated that as a major concern for research the image 

fusion had been promising method. Several applications like 

photography, surveillance, medical diagnosis and so on were 

attracted by the image fusion. At three levels: that were pixel, 

feature, and decision the image fusion mechanisms were 

generated. The several merits were possessed by it that were- 

more robust, evades mis-registration and less sensitive to 

noise. A survey of region based fusion methods had 

represented in this work. It carried out the first hand 

classification of region based fusion mechanisms. In order to 

compare the traditional mechanisms a comprehensive list of 

objective fusion estimation metrics was highlighted. A 

detailed examination is done and results were displayed in 

tabular format. This may attract specialists to additionally 

investigate the exploration toward this path. 

 Kun Zhan et al. [5] (2018) Most existing multi-modular 

image fusion strategies require multi-scale changes. 

Notwithstanding, this prerequisite does not really prompt the 

combination result containing the first power of source 

images, and multi-scale changes require a high computational 

many-sided quality. In this paper, we handle the issue of 

multi-modular image fusion in the spatial area with a low 

computational intricacy. A striking structure extraction 

strategy and a structure-safeguarding channel were created to 

combine therapeutic images. The created structure-

safeguarding channel has a property that it recoups little scale 

subtle elements of the direction image in the area of vast scale 

structures of the information image. In view of the property of 

the structure-safeguarding channel, the combination result is 

developed by joining the yield of the structure-protecting 

channel and the source images. Examinations were directed to 

show the viability of the proposed technique in correlation 

with the state-of-the-art approaches has as far as three 

execution measurements. 

 Kishore Rajendiran et al. [6] (2018) Image fusion is the 

way toward incorporating a few source images into a solitary 

image that furnishes more dependable data alongside 

decreased repetition. Propelled by the pixel relationship 

property, a combination control dependent on self-likeness 

measure (SRM) is proposed. A proficient image fusion 

calculation is introduced for melding multi-center images 

utilizing self similarity measure, consistency confirmation. 

and numerous target molecule swarm enhancement. At first 

dependent on SRM combination govern, the source images 

were merged, and after that the square sizes were adaptively 

chosen by molecule swarm improvement dependent on the 

various target wellness capacities for getting upgraded 

intertwined image. The proposed system is assessed utilizing 

quantitative measurements, for example, root mean square 

mistake, top flag to commotion proportion, connection, 

standard deviation, shared data and Petrovic metric. Test 

results show the outperformance of the proposed calculation 

over numerous other surely understood cutting edge 

combination strategies, both in visual impact and target 

assessment criteria. 

 Jingguang Liu et al. [7] (2018) The point of multi-center 

image fusion is intertwining different mostly centered images 

into a more keen image. One of the keys to image fusion is 

the means by which to identify the engaged locales. This 

paper shows a image fusion technique dependent on two 
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distinct kinds of edges and centered district extraction. The 

primary sort of edges, called notable centered edges, just 

exists in the engaged locales. They were recognized from 

high-pass separated images by an edge technique, and after 

that used to recognize centered areas from source images 

dependent on a quad-tree structure. The second kind of edges 

incorporated by ‘Canny’ edges is utilized to refine the limits 

of centered locales. At long last, the separated centered 

locales were consolidated into a reasonable melded image. 

Examinations demonstrate that the proposed calculation can 

remove centered locales with appropriate limits. Along these 

lines, the melded images can stay away from contortion 

curios and well save the sharpness on the engaged articles. 

The proposed technique outflanks some best in class 

calculations as far as visual quality and quantitative files.  

A. Galdran, [8] (2018) Terrible climate conditions can 

diminish visibility on images gained outside, diminishing 

their visual quality. The image processing errand worried 

about the alleviation of this impact is known as image 

dehazing. In this paper we present another image dehazing 

strategy that can evacuate the visual debasement because of 

murkiness without depending on the reversal of a physical 

model of cloudiness development, yet regarding its primary 

hidden suppositions. Henceforth, the proposed procedure 

maintains a strategic distance from the need of evaluating 

profundity in the scene, and in addition expensive profundity 

outline forms. To accomplish this objective, the first cloudy 

image is first falsely under-uncovered by methods for a 

grouping of gamma-amendment activities. The subsequent 

arrangement of duplicate uncovered images is converted into 

a murkiness free outcome through a multi-scale Laplacian 

mixing plan. A point by point exploratory assessment is 

displayed regarding both subjective and quantitative 

examination. The attained outcomes show that the 

combination of misleadingly under-uncovered images can 

successfully evacuate the impact of dimness, even in testing 

circumstances where other current image de-hazing strategies 

neglect to create great quality outcomes. An execution of the 

method is publicly released for reproducibility.  

Chang Li et al. [9] (2018) Infrared images can recognize 

focuses from their experiences dependent on the radiation 

distinction, which functions admirably taking all things 

together climate and throughout the day/night conditions. By 

difference, noticeable images can give surface subtle elements 

high spatial goals and definition in a way reliable with the 

human visual framework. In this manner, it is alluring to 

intertwine these two kinds of images, which can join the 

benefits of warm radiation data in infrared images and 

definite surface data in unmistakable images. In this work, we 

exhaustively study the current strategies and applications for 

the combination of infrared and obvious images. To begin 

with, infrared and unmistakable image fusion techniques were 

investigated in detail. In the interim, image enlistment, as an 

essential of image fusion, is quickly presented. Second, we 

give a review of the fundamental uses of infrared and 

unmistakable image fusion. Third, the assessment 

measurements of combination execution were talked about 

and abridged. Fourth, we select eighteen delegate strategies 

and nine appraisal measurements to direct subjective and 

quantitative tests, which can give a target execution reference 

to various combination techniques and along these lines, 

bolster relative designing with valid and strong proof. At long 

last, we close with the present status of infrared and obvious 

image fusion and convey wise dialogs and prospects for 

future work. This overview can fill in as a source of 

perspective for analysts in infrared and noticeable image 

fusion and related fields. 

 Somaya Ali Al-Maadeed et al., [10] (2018) Multi-focus 

image fusion has developed as an imperative research region 

in data combination. It goes for expanding the profundity of-

field by separating centered areas from different in part 

engaged images, and consolidating them to create a composite 

image in which all items were in core interest. In this paper, a 

novel multi-center image fusion calculation is displayed in 

which the assignment of distinguishing the engaged locales is 

accomplished utilizing a Content Adaptive Blurring (CAB) 

calculation. The proposed calculation incites non-uniform 

haze in a multi-center image depending around its 

fundamental substance. Specifically, it breaks down the 

nearby image quality in an area and decides whether the haze 

ought to be instigated or not without losing image quality. In 

CAB, pixels having a place with the haze areas get next to 

zero haze by any means, though the engaged districts get huge 

haze. Supreme distinction of the first image and the CAB-

obscured image yields starting segmentation delineate is 

additionally refined utilizing morphological administrators 

and diagram slice systems to enhance the segmentation 

precision. Quantitative and subjective assessments and 

examinations with current best in class on two openly 

accessible datasets exhibit the quality of the proposed 

algorithm. 

 Shuhang Wang et al. [11] (2018) In this work, a successful 

image fusion strategy for infrared image and unmistakable 

image is proposed for producing a high caliber intertwined 

image to manage the issue that current image fusion 

techniques experience the ill effects of loss of little points of 

interest. The significant commitments were as per the 

following: 

 (1) We apply the Co-occurrence filter (CoF), an as of late 

proposed edge-protecting procedure, to image fusion and 

propose a CoF-based image fusion structure to blend small 

points of interest of the various information images. The 

combination handling is separately performed on the base 

layer and the detail layer, which were deteriorated by the 

basic gaussian channel. 

 (2) We propose a novel procedure to meld the base layers 

and detail layers. The CoF is embraced straightforwardly to 

combine the detail layer and an iterative CoF is utilized to 

intertwine the base layer. It is shown through exploratory 

outcomes and assessments that the proposed technique beats 

the best in class combination strategies as for edge saving by 

both abstract assessment and target appraisal.  

C. Bennila Thangammal et al. [12] (2018) Getting the light 

data and the concealed target data in a solitary image is a 
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functioning examination subject in the area of PC vision and 

image preparing. In this paper, a image fusion method, named 

as DTCWT-ACCD is proposed for the combination of 

unmistakable and infrared images. Right off the bat, a 

versatile word reference is built by joining a few sub-

lexicons, gained from the bunched patches of source images. 

At that point, the source images were deteriorated by 

DTCWT to acquire the low recurrence sub groups and high 

recurrence sub groups. The low recurrence sub groups were 

consolidated utilizing a novel meager based combination 

govern while high recurrence sub groups were joined utilizing 

the most extreme outright estimation of coefficients with 

consistency verification (CV) check. At long last, the melded 

image is reproduced by applying backwards DTCWT. The 

DTCWT-ACCD approach is tentatively tried with both 

abstract and target assessments to confirm its competency. 

The outcomes show that the DTCWT-ACCD approach is 

better than customary MST based techniques and state-of-the-

art sparse representation (SR) based strategies.  

Marc L. Schermerhorn et al. [13] (2018) Specialists of 

endovascular medical procedure have truly utilized 2-

dimensional (2D) intraoperative fluoroscopic imaging, with 

intravascular differentiate opacification, to treat complex 3-

dimensional (3D) pathology. As of late, significant 

specialized improvements in intraoperative imaging have 

made image fusion methods conceivable, the production of a 

3D quiet particular vascular guide dependent on preoperative 

imaging which lines up with intraoperative fluoroscopy, with 

numerous potential advantages. Initial, a 3D display is 

divided from preoperative imaging, ordinarily a processed 

tomography check. The model is then used to get ready for 

the strategy, with situation of particular markers and putting 

away of C-arm edges that will be utilized for intraoperative 

direction. At the season of the system, an intraoperative cone 

pillar processed tomography is performed, and the 3D display 

is enrolled to the patient's on-table life structures. At last, the 

framework is utilized for live direction in which the 3D show 

is codisplayed with overlying fluoroscopic pictures. There 

were numerous applications for image fusion in endovascular 

medical procedure. We have observed it to be especially 

valuable for endovascular aneurysm repair (EVAR), complex 

EVAR, thoracic EVAR, carotid stenting, and for sort 2 

endoleaks. Image fusion has been appeared in different 

settings to prompt diminished radiation dosage, less iodinated 

complexity utilize, and shorter strategy times. Later on, 

combination models might have the capacity to represent 

vessel twisting caused by the presentation of hardened wires 

and gadgets, and the client subordinate advances may turn out 

to be more computerized. In its current frame, image fusion 

has officially turned out to be a fundamental part in the 

arranging and accomplishment of complex endovascular 

techniques.  

M. Gunasekaran et al. [14] (2018) This paper proposes a 

multi-spectral (MS) and panchromatic (Pan) image fusion 

approach dependent on the flower pollination algorithm 

optimization (FPA). The FPA is utilized to get an ideal fused 

image. The image fusion quality relies upon the decision of 

the heaviness of fusion run the show. The proposed 

methodology utilizes FPA to enhance the weights of a fusion 

lead to make an ideal image fusion process. FPA is a nature-

motivated calculation, in view of the attributes of a blossom 

fertilization process. FPA deflects catching in nearby ideal 

arrangement. In this paper, the remote detecting image fusion 

dependent on blossom fertilization calculation is contrasted 

with a few conditions of the workmanship image fusion 

approaches including Intensity-hue saturation (IHS) image 

fusion; stationary wavelets transform image fusion based on 

the average weight fusion rule (SWT-AW) and the image 

fusion dependent on the molecule swarm enhancement (PSO). 

The test results utilized MODIS satellite arrangement with 

spatial goals 250 m, 500 m, and 1 km, which were low spatial 

goals and multispectral images; and Pan image of SPOT 

satellite is high spatial goals 10 m to create engineered 

symbolism at SPOT spatial goals and MODIS multispectral 

goals in the meantime. The exploratory outcomes demonstrate 

that the proposed remote detecting image fusion approach can 

outline a superior execution than alternate methodologies. 

The test results demonstrate that the methodology presents to 

20% improvement in Peak Signal to Noise Ratio (PSNR), 1% 

upgrade in Structural Similarity Index (SSIM), 1% and 0.5% 

improvement in entropy information (EI) than best existing 

particle swarm optimization (PSO) approach. The outcomes 

show that the proposed methodology outperforms over 

existing methodologies.  

Zunlin Fan et  al. [15] (2018) Since the question data can't 

be extricated productively by the customary infrared and 

obvious image fusion calculations, an infrared and 

unmistakable image fusion technique dependent on the non-

subsampled shearlet change (NSST) and scanty structure 

highlights is proposed to hold the setting data on noticeable 

image in this examination. Right off the bat, we disintegrate 

the source images into low-recurrence sub-band and high-

recurrence sub-band coefficients by the NSST. At that point, 

advantage from the upside of PCA on removing standard 

data, the combination manages in low-recurrence sub-groups 

coefficients were converged by utilizing the PCA-based 

methodology. Thereafter, to hold the inadequate structures 

from source images better, we propose a novel scanty element 

extraction on high-recurrence sub-band coefficients and wire 

high-recurrence segments of source images. At last, the 

backwards NSST is utilized to acquire the intertwined image. 

The exploratory outcomes exhibit that the proposed strategy 

saves the foundation data on unmistakable image and features 

the basic data on infrared image.  

Wu Shida et al. [16] (2018) Multi-focus image fusion is a 

typical methodology for broadening the restricted profundity 

of field of cameras. Nonetheless, existing center measures 

can't precisely distinguish centered pixels in multi-center 

image fusion. It prompts the loss of centered pixels and the 

presentation of defocused pixels in the intertwined image. To 

tackle this issue, a novel pixel-based fusion calculation is 

proposed. In this calculation, misidentified pixels were 

arranged into two kinds: the scattered and the grouped. 

Likelihood sifting and area revision were proposed to amend 
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the scattered and the grouped misidentified pixels, separately. 

Trial results demonstrate that the misidentified pixels were 

redressed by likelihood separating and district rectification, 

and the fusion calculation is better than the ordinary 

calculations and state-of-the-art calculations as far as both 

emotional assessment and target assessment. 

 Jun Li et al. [17] (2018) the images and recordings caught in 

terrible climate typically have low quality caused by lessened 

complexity and blurred shading. In any case, conventional 

systems were not adequate to take care of the issues of 

radiance antiquities and brilliance bending. In this paper, a 

multi-focus fusion strategy for single mist image reclamation 

is proposed. Right off the bat, we gauge the worldwide 

environmental light just in the sky districts to limit impedance 

from different areas. Furthermore, we present a novel quick 

nearby Laplacian sifting with versatile limit limitation to 

improve the transmission legitimately in order to diminish the 

corona curios. At long last, we expel the dimness and create a 

more normal impact on visual recuperation by utilizing 

another multi-center image fusion strategy. Trial results 

demonstrate that the proposed technique beats best in class 

fog expulsion strategies as far as effectiveness and dehazing 

visual impact.  

Zhili Zhou et al. [18] (2018) Image fusion is fundamental in 

improving visual quality by mixing reciprocal images, which 

were gotten from various caught conditions or diverse sensors 

in a similar scene. The job of image fusion in the Internet of 

Things has turned out to be significantly critical later on. For 

example, information caught by various visual sensors 

requires encourage calculation or fusion, or, in other words a 

system of settling on a choice or an examination. Another 

image fusion technique is proposed by utilizing moving 

direction channel and joint two-sided channel in this paper. 

Initially, the saliency maps of two source images were 

separated by the Kirsch administrator. In this manner, the two 

source images were decayed by moving direction channel to 

acquire multi-scale images. Second, joint two-sided channel 

and ideal adjustment were used to upgrade the saliency maps 

and get the last weight maps. At last, two fusion rules were 

utilized to reestablish the last intertwined image. The 

proposed strategy safeguards the points of interest of source 

images, as well as stifles the ancient rarities adequately. Trial 

results demonstrate that our technique produces better 

consequences for both visual observation and target 

quantization than conventional strategies. 

 

IV. CONCLUSION 

The purpose of image fusion is to achieve informative and 

quality enhanced image from several parent images that may 

lack clarity in one section or another. As it is quite evident 

from previous works mentioned in n literature survey, there 

are numerous mechanisms and techniques that were studied by 

several researchers. Further work need to be carried out with 

respect to optimization of fused images and also to enhance 

accuracy in fused image.  
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