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Abstract - Outsourcing information to a third-party 

management, as is completed in cloud computing, offers rise 

to security issues. the information compromise might occur 
attributable to attacks by different users and nodes at intervals 

the cloud. Therefore, high security measures area unit needed 

to shield information at intervals the cloud. However, the 

utilized security strategy should conjointly take into 

consideration the optimisation of the information retrieval 

time. within the DROPS methodology, we tend to divide a file 

into fragments, and replicate the fragmented information over 

the cloud nodes specified the individual fragments don't 

contain any substantive info. We show that the chance to find 

and compromise all of the nodes storing the fragments of one 

file is very low. Then we have a {tendency to|we tend to} 
conjointly compare the performance of the DROPS 

methodology with ten different schemes for providing higher 

level of security. Outsourcing info to associate degree outsider 

authoritative management, as is completed in distributed 

computing, offers ascend to security issues. The data 

compromise might occur attributable to attacks by malicious 

users and nodes at intervals the cloud. Therefore, high 

security systems area unit needed to shield information at 

intervals the cloud. Be that because it might, the used security 

technique ought to likewise think about the advancement of 

the data recovery time. In this paper, we tend to propose 

Division and Replication of knowledge within the Cloud for 
best Performance and Security (DROPS) that together 

approaches the guard and performance problems. In the 

DROPS methodology, we tend to divide a file into fragments, 

and so replicate the fragmented information over the cloud 

nodes. Each of the nodes contains solely one fragment of a 

selected record that ensures that even just in case of a 

flourishing attack, no any substantive info is open up to the 

assaulter. Furthermore, the nodes storing the fragments area 

unit separated with bound distance by means that of graph T-

coloring to bar from associate degree assaulter of guess the 

locations of the fragments. Moreover, the DROPS 
methodology doesn't rely on the standard scientific discipline 

techniques for the information security; thereby relieving the 

system of computationally pricey methodologies. We show 

that the natural event to find and compromise all of the nodes 

storing the fragments of one file is very low. We conjointly 

compare the performance of the DROPS methodology with 

10 different state-of-art schemes. The upper level of security 

with slight performance overhead was discovered. 

I. INTRODUCTION 

Cloud computing enables companies to consume a compute 

resource, such as a virtual machine (VM), storage or an 

application, as a utility -- just like electricity -- rather than 

having to build and maintain computing infrastructures in 

house. Security in cloud is a primary concern especially for 

public cloud adoption. To secure cloud all of the participating 
entities must be secure. In a cloud the security of the assets 

does not solely depend on an individual’s security measures 

because In any given system with multiple units, the highest 

level of the systems security is equal to the security level of 

the weakest entity and so the neighboring entities may provide 

an opportunity to an attacker. Public cloud service providers 

share their underlying hardware infrastructure between 

numerous customers, as public cloud is a multi-tenant 

environment. This environment demands isolation between 

logical compute resources. At the same time, access to public 

cloud storage and compute resources is guarded by account 
login credentials. Many organizations bound 

by regulatory obligations and governance standards are still 

hesitant to place data in the public cloud for fear of outages, 

loss or theft. However, this resistance is fading, as logical 

isolation has proven reliable, and the addition of 

data encryption and various identity and access 

management tools has improved security within the public 

cloud. The cloud computing paradigm has reformed the usage 

and management of the knowledge technology framework. 

Cloud computing is characterised by on-demand self-services, 

omnipresent network accesses, resource pooling, elasticity, 

and measured services. The same characteristics of cloud 
computing build it a conspicuous candidate for businesses, 

organizations, and individual users for adoption. However, the 

advantages of minimum price, negligible management (from a 

users perspective), and bigger snap go along with inflated 

security issues. Security is one among the foremost crucial 

aspects among those for bidding the wide-spread adoption of 

cloud computing. Cloud security problems could stem 

because of the core technologies implementation (virtual 

machine (VM) escape, session riding, etc.), cloud service 

presenting (structured search language injection, weak 

authentication schemes, etc.), and arising from cloud 
characteristics (data recovery vulnerability, net protocol 

vulnerability, etc.).For a cloud to be secure, all of the 

collaborating entities should be secure. In any given system 

with multiple units, the best level of the systems security is 

adequate the protection level of the weakest entity. Therefore, 

in a cloud, the protection of the assets doesn't completely rely 

on AN individual’s security live. The neighboring entities 

could give a chance to AN attacker to detour the user’s 

defenses. 

II. DROPS 

In the DROPS methodology, we divide a file into fragments, 

and replicate the fragmented data over the cloud nodes. The 
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division of a file into fragments is performed based on a given 

user criteria that ensures that even in case of a successful 

attack, the individual fragments do not contain any 

meaningful information. Moreover, the nodes storing the 

fragments, are separated with certain distance by means of 

graph T-coloring to prohibit an attacker of guessing the 
locations of the fragments. To improve data retrieval time, the 

nodes are selected based on the centrality measures that 

ensure an improved access time. To further improve the 

retrieval time, we judicially replicate fragments over the 

nodes that generate the highest read/ write requests. The 

selection of the nodes is performed in two phases. In the first 

phase, the nodes are selected for the initial placement of the 

fragments based on the centrality measures. In the second 

phase, the nodes are selected for replication. The various 

implemented replication strategies are: (a) A-star based 

searching technique for data replication problem (DRPA-star) 

(b) Weighted A-star (WA-star), (c) A-star, (d) Suboptimal A-
star1 (SA1) (e) suboptimal A-star2 (SA2), (f) Suboptimal A-

star3 (SA3) (g) Local Min-Min, (h) Global Min-Min, (i) 

Greedy algorithm, and (j) Genetic Replication Algorithm 

(GRA). Furthermore, the DROPS methodology does not rely 

on the traditional cryptographic techniques in which 

 protocols are constructed and analyzed that prevent third 

parties or the public from reading private messages for the 

data security; thereby relieving the system of computationally 

expensive methodologies. We show that the probability to 

locate and compromise all of the nodes storing the fragments 

of a single file is extremely low. We also compare the 
performance of the DROPS methodology with ten other 

schemes. The higher level of security with slight performance 

overhead was observed. 

 

III. SYSTEM MODEL 

A cloud that consists of M nodes, every with its own storage 

capability. Let Si represents the name of i -the node and si 

denotes total storage capability of Si Communication time 

between Si and Sj is that the total time of all of the links at 

intervals a particular path from Si to Sj drawn by c(i, j) . we 

have a tendency to think about N range of file fragments 

specified Ok denotes k -th fragment of a file whereas ok 
represents the dimensions of k-th fragment. Pk denote the first 

node that stores the first copy of Ok, replication theme for Ok 

denoted by Rk is additionally keep at Pk associated Whenever 

there's associate update in not as an freelance document. 

Please don't revise any of the present designations Ok , the 

updated version is distributed to Pk that broadcasts the 

updated version to any or all of the nodes in Rk . Let col Si 

store the worth of allotted color to Si . The colSi will have one 

out of 2 values, namely: open color and shut color. the worth 

open color represents that the node is out there for storing the 

file fragment. the worth shut color shows that the node cannot 
store the file fragment The set T is employed to limit the node 

choice to those nodes that are at hop-distances not happiness 

to T. within the DROPS methodology, we have a tendency to 

propose to not store the whole file at one node. The DROPS 

methodology fragments the file and makes use of the cloud 

for replication. The fragments are distributed specified no 

node during a cloud holds over single fragment, in order that 

even a prospering attack on the node leaks no important data. 

Within the DROPS methodology, user sends the information 

file to cloud. The cloud manager system &#40;a user facing 

server within the cloud that entertains user’s requests&#41; 
upon receiving the file performs: ( a) fragmentation, ( b) 

initial cycle of nodes choice and stores one fragment over 

every of the chosen node, and ( c) second cycle of nodes 

choice for fragments replication. The cloud manager keeps 

record of the fragment placement and is assumed to be a 

secure entity. Centrality is used to indicate the relative 

importance of a node in network of nodes and its relative 

contribution to the communication process as derived by the 

duration and distance covered with the frequency  and 

parameterized in the content of avoiding network 

communication partitioning. Adding to this, social centrality 

measures  the social closeness of two or more nodes. With 
social centrality, we measure the number of times a node is 

chosen to host the best effort parameters. 

 

IV. DATA FRAGMENTATION 

The security of a large-scale system, such as cloud depends on 

the security of the system as a whole and the security of 

individual nodes. A successful intrusion into a single node 

may have severe consequences, not only for data and 

applications on the victim node, but also for the other nodes. 

The data on the victim node may be revealed fully because of 

the presence of the whole file . A successful intrusion may be 
a result of some software or administrative vulnerability. In 

case of homogenous systems, the same flaw can be utilized to 

target other nodes within the system. The success of an attack 

on the subsequent nodes will require less effort as compared 

to the effort on the first node. Comparatively, more effort is 

required for heterogeneous systems. However, compromising 

a single file will require the effort to penetrate only a single 

node. The amount of compromised data can be reduced by 

making fragments of a data file and storing them on separate 

nodes. A successful intrusion on a single or few nodes will 

only provide access to a portion of data that might not be of 

any significance. Moreover, if an attacker is uncertain about 
the locations of the fragments, the probability of finding 

fragments on all of the nodes is very low. 

Let us consider a cloud with Mnodes and a file with z number 

of fragments. Let s be the number of successful intrusions on 

distinct nodes, such that s > z. The probability that s number 

of victim nodes contain all of the z sites storing the file 

fragments represented by P(s, z) is given as: 

   P(s, z) =  

                                  s        M-s 

                                  z        s-z 

                        
                                      M 

                                      s   

        

If M=30, s=10, and z=7, then P (10, 7) = 0046. However, if 

we choose M=50, s=20, and z=15, then P (20, 15) =0.000046. 
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With the increase in M, the probability of a state reduces 

further. Therefore, we can say that the greater the value of M, 

the less probable that an attacker will obtain the data file. In 

cloud systems with thousands of nodes, the probability for an 

attacker to obtain a considerable amount of data, reduces 

significantly. However, placing each fragment once in the 
system will increase the data retrieval time. To improve the 

data retrieval time, fragments can be replicated in a manner 

that reduces retrieval time to an extent that does not increase 

the aforesaid probability. 

 

V. EXISTING SYSTEM APPROACH 

In existing system knowledge responsibility, knowledge 

availableness, and interval square measure treated knowledge 

replication methods. However, storing replicas knowledge 

over variety of nodes will increase the attack surface for that 

specific knowledge. For example, storing m duplicates of a 

come in a cloud rather than one replica will increase the 

likelihood of a node holding file to be chosen as attack 

sufferer, from 1/n to m/n wherever n is that the total range of 

nodes. Existing system wasn't achieving correct security. 

Disadvantage:  

1) A key factor determining the throughput of a cloud that 
stores data is the data retrieval time.  

2) In large-scale systems, the problems of data reliability, data 

availability, and response time are dealt with data replication 

strategies.  

3) However, placing replicas data over a number of nodes 

increases the attack surface for that particular data. 4) 

Affected on security and performance. 

 

VI. PROPOSED SYSTEM APPROACH 

We propose a brand new plan known as DROPS(Division and 

Replication of knowledge in Cloud for best Performance and 

Security) that conjointly approaches the protection and 

performance problems. The projected DROPS theme ensures 

that even within the case of a palmy attack, no significant data 

is disclosed to the aggressor. we tend to don't depend upon 

ancient cryptographically techniques for information security. 

The non-cryptographic nature of the projected theme makes it 

quicker to perform the desired operations (placement and 
retrieval) on the info. we tend to make certain a controlled 

replication of the file fragments, wherever every of the 

fragments is replicated just the once for the aim of improved 

security. A cloud storage security theme conjointly deals with 

the security and performance in terms of retrieval time.  

Advantage: 

1) Improve security.  

2) Improve performance.  

3) No any data is unconcealed to the aggressor.  

4) No load on single node of cloud.  

5) Numbers of fragments area unit determined consistent with 
owner’s selection.  

 

VII. MODULES 

1) Cloud Client: Cloud shopper ought to be knowledge owner 

or knowledge user. 

 knowledge Owner: Data owner is to blame for uploading 

file on cloud also as read files uploaded by him or others. 

Data owner: has data regarding the placed fragment and its 
replicas with their node numbers in cloud. 

knowledge User: Data user is that the one United Nations 

agency is to blame for downloading files or read files 

uploaded by others. To transfer file 

from cloud he needs to be documented user otherwise he are 

thought-about as wrongdoer. 

2) Cloud Server 

Fragmentation: This approach is employed for fragmenting 

the file for security purpose at sever facet. This approach runs 

the Fragmentation algorithmic rule. it's file as input and 

produces the file fragments as output. 

 Replication: This approach creates replicas (duplicate 

copy) of fragments. These replicas ar helpful once one 

amongst fragment is corrupted by wrongdoer then to supply 

file for user admin replaces its duplicate at that place and mix 

all fragments and send file to documented user or knowledge 

owner. to create replicas of file fragments this approach runs 

replication algorithmic rule that takes input as fragments and 

produces its replicas as output. 

Allocation: After the file is spitted and replicas ar generated 

then we've to assign that fragments at cloud server for storing 

knowledge. whereas storing or allocating that fragments we've 

contemplate security problems. therefore we tend to are 

exploitation TColoring Graph construct for putting fragments 

at totally different nodes on cloud server. This approach runs 

Fragment allocation algorithmic rule that takes input as 

fragments and produces the output as fragments allotted with 

node numbers. 

3) Admin: Admin is approved licensed certified one who has 

rights to validate authorized knowledge owner and user. He is 

also responsible for allocation of block and maintains data and 

authentication. 

VIII. CONCLUSION 

We projected the DROPS methodology, a cloud storage 

security theme that collectively deals with the safety and 

performance in terms of retrieval time. the info file was 

fragmented and therefore the fragments square measure 

scattered over multiple nodes. The nodes were separated by 

means that of T-coloring. The fragmentation and dispersion 

confirm that no significant data was getable by associate 
degree antagonist just in case of a eminent attack. No node 

within the cloud, stored more than one fragment of an 

equivalent file. The performance of the DROPS methodology 

was differentiated with full scale replication techniques. The 

results of the simulations divulged that the synchronous  

specialize in the safety and performance resulted in inflated 

security level of information in the middle of a small 

performance drop 
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